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Streszczenie

Polaryzacja cząstek o ukrytym powabie w relatywistycznych
zderzeniach proton-proton mierzona w eksperymencie STAR

Istnieje wiele ró̇znych modeli produkcji cząstkiJ/ψ w zderzeniach proton-proton, które do-

brze opisują mierzony w eksperymentach przekrój czynny naprodukcjęJ/ψ. Dlatego potrzebna

jest inna obserwabla pozwalająca na rozróżnienie pomiędzy ró̇znymi modelami produkcjiJ/ψ.

Taką obserwablą może býc ustawienie spinu cząstkiJ/ψ, nazywane polaryzacjąJ/ψ, poniewȧz

różne modele przewidują różną zalėznósć polaryzacjiJ/ψ od pędu poprzecznego (pT ).

Przewidywania modeluNRQCD, które zawierają wkład od stanów oktetu kolorowego,

(COM) są w zgodzie z obserwowanym w eksperymentach widmemJ/ψ pT przy ró̇znych en-

ergiach. Jednak model ten nie opisuje dobrze polaryzacjiJ/ψ zmierzonej przez eksperyment

CDF w FermiLab przy energii zderzenia
√
s = 1.96 TeV i dla wysokich pędów poprzecznych

J/ψ. Dla niskichpT model jest w zgodzie z pomiarem polaryzacjiJ/ψ w eksperymencie

PHENIX przy energii zderzenia
√
s = 200 GeV. Te pomiary nie są jednak rozstrzygająca,

poniewȧz dla niskich pędów poprzecznych modele Color Octet Model iColor Singlet Model

mają podobne przewidywania.

ModelNLO Color Singlet Model (CSM) przewiduje podłu̇zną polaryzacjęJ/ψ dla nis-

kich i średnich pędów poprzecznych. Dla niskichpT przewidywania jakósciowo zgadzają się z

pomiarami widmaJ/ψ pT w eksperymentach przy RHIC. Ten model również dobrze opisuje

polaryzacjęJ/ψ zmierzoną w eksperymencie PHENIX dla niskich pędów poprzecznych.

Dla niskichpT modeleCOM i CSM mają podobne przewidywania odnośnie polaryzacji

J/ψ. Jednak wraz ze wzrostem pędu poprzecznego trend przewidywań modeluCOM jest w

kierunku poprzecznej polaryzacjiJ/ψ, natomiast modelCSM przewiduje podłu̇zną polaryza-

cję, prawie niezalėzną odpT . Szczególnie wȧzny jest więc pomiar polaryzacjiJ/ψ przy wyso-

kich pędach poprzecznych, gdzie modele mają rożne przewidywania.
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W niniejszej pracy przedstawiony jest opis pierwszego pomiaru polaryzacjiJ/ψ w ekspery-

mencie STAR przy energii
√
s = 200 GeV, dla póspiesznósci J/ψ z przedziału|y| < 1 i pT z

przedziału 2< pT < 6 GeV/c. W analizie zostały u̇zyte dane z roku 2009, triggerowane przez

elektron z wysokimpT . J/ψ jest rekonstruowane w elektronowym kanale rozpadu. Współczyn-

nik rozkładu kątowego elektronów z rozpadu J/ψ (parametr polaryzacji)λθ jest wyznaczony

w układzie odniesieniahelicity, w funkcji pędu poprzecznegoJ/ψ. Kąt polarnyθ jest kątem

pomiędzy wektorem momentu pędu pozytonu, w spoczynkowymukładzie odniesieniaJ/ψ,

a wektorem pęduJ/ψ w laboratoryjnym układzie odniesienia. Pomiar polaryzacji J/ψ w

układzie odniesieniahelicity pozwolił na porównanie otrzymanych wyników z przewidywa-

niami ró̇znych modeli produkcjiJ/ψ, z modelemNLO+ Color Singlet Model (NLO+ CSM)

i z obliczeniamiNRQCD zawierającymi wkład od stanów oktetu kolorowego (COM).

Otrzymana polaryzacja J/ψ w funkcji pędu poprzecznego pokazuje trend w kierunku podłużnej

polaryzacji wraz ze wzrostempT . Trend ten jest innymi niż w przewidywaniu modeluCOM .

Otrzymany wynik jest natomiast w zgodzie z przewidywaniem modeluNLO+ CSM , w ra-

mach obecnych niepewności eksperymentalnych i teoretycznych.

Pomiar polaryzacjiJ/ψ przedstawiony w niniejszej pracy wyjaśnia nieco mechanizm pro-

dukcji J/ψ poprzez wyeliminowanie modeluCOM . Analiza nowych danych z roku 2011 przy

energii zderzenia
√
s = 500 GeV umȯzliwi dalsze postępy w rozró̇znieniu pomiędzy ró̇znymi

modelami. Dane te mogą również umȯzliwi ć przeprowadzenie analizy pełnego rozkładu ką-

towego elektronów z rozpaduJ/ψ. Warto równiėz zaznaczýc, iż w celu wyciągnięcia pre-

cyzyjniejszych wniosków dotyczących mechanizmu produkcji J/ψ, niepewnósci przewidywán

teoretycznych muszą być zmniejszone.
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Abstract

Different models of the J/ψ production mechanism are able to describe the measured in ex-

periments J/ψ production cross section rather well. Therefore other observable is needed to

discriminate among different J/ψ production models. J/ψ spin alignment, commonly known as

J/ψ polarization, can be used as such an observable since various models predict its different

dependence onpT .

The prediction ofNRQCD calculations with the color octet contributions (COM) is in

good agreement with observed J/ψ pT spectra in experiments at different energies but fails

to describe the observed J/ψ polarization measured at
√
s = 1.96 TeV at highpT in the CDF

experiment at FermiLab. For low-pT region, the model is in agreement with the PHENIX J/ψ

polarization measurement at
√
s = 200 GeV. However, the PHENIX measurement is limited to

smallpT , where the data are not able to distinguish between the ColorOctet Model and Color

Singlet Model predictions.

TheNLO Color Singlet Model (CSM) predicts longitudinal J/ψ polarization in the helicity

frame at low and midpT at mid-rapidity. TheNLO CSM prediction for thepT spectrum is in

qualitatively agreement with RHIC data at lowpT but misses the higherpT part. The prediction

for the J/ψ polarization from this model is in good agreement with the PHENIX data, which are

only for low pT .

For lowerpT COM andCSM models have similar predictions of longitudinal J/ψ polariza-

tion. But with increasingpT a trend of theCOM model is towards the transverse polarization

while theCSM predicts longitudinal polarization with almost nopT dependence. Thus, it is es-

pecially important to measure the J/ψ polarization at higherpT , whereCSM andCOM predict

different polarization.

In this thesis, the first J/ψ polarization measurement in the STAR experiment at RHIC, in

p + p collisions at
√
s = 200 GeV at|y| < 1 and inpT range 2< pT < 6 GeV/c, is reported.

The analysis is done using data from 2009 year, with a high-pT electron trigger. The J/ψ is re-
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constructed via its di-electron decay channel. The angulardistribution coefficient (polarization

parameter)λθ of the J/ψ decay into electrons is extracted in the helicity frame as a function

of J/ψ pT . The polar angleθ is defined as an angle between the positron’s momentum vector

in the J/ψ rest frame and J/ψ momentum vector in the laboratory frame. The measurement of

λθ in the helicity frame allow us compare the measured J/ψ polarization with different model

predictions of the J/ψ production:NLO+ Color Singlet Model (NLO+ CSM) andNRQCD

calculations with the color octet contributions (COM).

Our analysis of the J/ψ polarization in the helicity frame indicates a trend towards the longi-

tudinal J/ψ polarization aspT increases. It is in contrary to the prediction of theCOM model.

The result is consistent with the prediction ofNLO+ CSM model, within the current experi-

mental and theoretical uncertainties.

The J/ψ polarization analysis, that is presented in the thesis, sheds already some light on

the J/ψ production mechanisms by elimination of theCOM mechanism. Further progress

in distinguishing between the J/ψ production mechanisms may be possible with analysis of a

newer data at
√
s = 500 GeV, taken in 2011 with much higher luminosity. This data may also

allow to perform analysis of the full angular distribution.On the theoretical side, one needs

to stress that the uncertainties of the models need to be reduced in order to draw more precise

conclusions.
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Chapter 1

Theoretical motivation

Quarkonia production in high-energy hadron collisions allows to investigate the Quantum Chro-

modynamics.

Initial tests of quarkonia production mechanisms using cross section measurements are in-

conclusive since different models have similar predictions regarding the cross-section. It sug-

gests that other observables are needed to discriminate among the models. The quarkonia spin

alignment, commonly named as polarization, provide a very important information that may

help to pin down the mechanism of heavy quarkonia productionand the bound state formation.

In this chapter we will briefly introduce the Standard Model and its theory of the strong

interactions, Quantum ChromoDynamics (QCD). Then, we willshow a method of the J/ψ po-

larization extraction in the experiment. Finally, different models of the J/ψ production will be

discussed, along with their predictions regarding the cross section and polarization.

1.1 Standard Model and Quantum Chromodynamics

1.1.1 Standard Model

The Standard Model of the particle physics contains description of all known fundamental par-

ticles and their interaction via three, out of the four, known forces of nature: electromagnetism,

the weak force and the strong force. The gravity is not included in the model. Particles de-

scribed within the Standard Model are: fermions with spin 1/2, gauge bosons with spin 1, and

Higgs boson with spin 0.

There is three generations of fermions, which are matter particles. Each of them contain

two quarks, one lepton and a neutrino, see Fig. 1.1. Each fermion has a corresponding antipar-
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Figure 1.1: Elementary particles in the Standard Model.

ticle. Gauge bosons are force carriers that mediate fundamental interactions. A very successful

quantum field theory of the electromagnetic (EM) interactions, the Quantum Electrodynam-

ics (QED), describes the electromagnetic force between charged fermions as the exchange of

massless photons. MassiveW± andZ0 gauge bosons mediate the weak interaction between

particles of different flavors. The electromagnetic and weak forces are described in the unified

framework of the electroweak model. The Strong interactionbetween color charged particles is

mediated by gluons, that themselves have a color charge. Thestrong interactions are described

by a theory called Quantum Chromodynamics. The hypothesized Higgs boson [5] is a conse-

quence of a spontaneous symmetry breaking. The particle is linked to a mechanism that gives

mass to elementary particles. Lately, the Higgs boson existence was tentatively confirmed by

the LHC experiments [6].

1.1.2 Quantum Chromodynamics

Quantum Chromodynamics (QCD) [1, 2] describes, within the Standard Model, the strong in-

teraction of colored quarks and gluons. Since massless gluons carry the color charge they can

interact also with each other. QCD is an extension of QED, it is a non-abelian gauge quan-
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tum field theory, and it is theSU(3) component of theSU(3) × SU(2) × SU(1) Standard

Model of the particle physics. Quarks are color triplets, with three colors: red, green and blue.

Anti-quarks have analogous anti-colors. Gluons are color octets.

The quark-gluon potential has a form:

Vs = −4

3

αs
r

+ kr, (1.1)

wherer is a distance between quarks,αs is (running) coupling constant andk ∼ 1 GeV/fm [2].

The value ofαs depends on the energy scale of a studied process, it decreases with increasing

four momentumQ2 transferred in the interaction.

Two important properties of the QCD are: asymptotic freedomand confinement. Asymp-

totic freedom refers to the weakness of the short-distance interaction, while the confinement of

quarks follows from its strength at long distances.

Confinement

Free quarks are not observed in the nature. They are confined in hadrons, barions (qqq) or

mesons (qq̄). At large r, the kr term becomes dominant. When one try to separate quarks

by pulling them apart, the gluon field forms a string of the color field between them. With

increasingr energy in the system increases, and at some point it is energetically more favourably

to create a new pair of quarks,qq̄, than to allow the string to extend further.

Asymptotic freedom

For largeQ2, αs(Q) → 0, and for small distances the first Coulomb-like part of Eq. 1.1,−4
3
αs

r
,

becomes dominant. As a consequence, at large energies or on small distances, bonds between

quarks are asymptotically weak and quarks act like free particles. If the coupling constant is

small,αs ≪ 1, perturbative calculations can be applied. The perturbative QCD successfully

describes hard processes (with high momentum transfer) in high energy collisions, for example

production ofcc̄ pairs in a hard scattering.

At low-energy regime,Q . 1 GeV, the coupling is so strong that the perturbation theory

breaks down. The QCD is facing difficulties associated with non-perturbative calculations of

soft process (with small momentum transfer), such as hadronization. To solve some of the math-

ematical difficulties, other techniques have to be developed, e.g. the lattice QCD or effective

theories.
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1.1.3 Summary

The Standard Model developed in early 1970s, successfully explains most of experimental re-

sults and precisely predicted a wide variety of phenomena. Over time the Standard Model has

become a well established and tested physics theory. In thissection, a brief description of the

Standard Model and the Quantum Chromodynamics, was presented. It is used to describe the

J/ψ meson and models of its production mechanisms in hadron collisions. The calculations and

predictions regarding various J/ψ properties are based on the Quantum Chromodynamics, as the

formation ofcc̄ pairs can be described using the perturbative QCD.

1.2 J/ψ meson

In this work, we will focus on the J/ψ meson. J/ψ is a charmonium [7] (a hidden charm particle),

i.e. bound state of a charm quark (c) and its antiquark (̄c). The bound states of a heavy quarkQ

and its antiquark̄Q are generally referred to as quarkonia.

The first charmed particle,J/ψ, was discovered in November 1974, simultaneously by

Samuel Ting et al. at BNL [9] (J) and Burton Richter et al. at SLAC [10] (ψ). They were

both awarded the Nobel prize in 1976 for the discovery. The impact of this discovery on the

particle physics was so important that is known as theNovember Revolution. The existence

of the fourth quark1 had been speculated by Bjorken and Glashow in 1964 [11]. The charm

quark was also predicted in 1970 by the Glashow, Iliopoulos and Maiani. It was required by

the Glashow, Iliopoulos and Maiani (GIM) mechanism [12], inorder to cancel the anomaly in

week decays. And the prediction of the charm quark is usuallycredited to them.

The various charmonia states differ in their total angular momentum (J), parity (P ), charge

conjugation (C), and principal quantum number (n). The most abundantly produced charmo-

nium is J/ψ. It is a heavy and "sharp" resonant state, with the width of (92.9±2.8)keV [1],

and mass approximately 3.1 GeV. The J/ψ is a vector meson in an s-wave orbital state, and

its quantum numbers are the same as those of the photon,JPC = 1−−. Its isospin is 0 and

G-parity is -1. The spectroscopic arrangement of the charmonium family is shown in Fig. 1.2,

and properties of different charmonia states are gathered in Tab. 1.1.

Main J/ψ decay modes, with their Branching Ratios (BR), are [1]:

• J/ψ −→ hadrons BR = (87.7± 0.5)%

1u, d ands quarks had been known before

22



1.2. J/ψ MESON

• J/ψ −→ e+e− BR = (5.94± 0.06)%

• J/ψ −→ µ+µ− BR = (5.93± 0.06)%

Figure 1.2: Spectrum and transitions of the charmonium family [4].

Meson n2S+1LJ JPC Mass (MeV)

ηC 1 1S0 0−+ 2981.0± 1.1

J/ψ 1 3S1 1−− 3096.916± 0.011

χC0 1 3P0 0++ 3414.75± 0.31

χC1 1 3P1 1++ 3510.66± 0.07

χC2 1 3P2 2++ 3556.20± 0.09

hC 1 1P0 1+− 3524.41± 0.16

ηC(2S) 2 1S0 0−+ 3638.9± 1.3

ψ
′

2 3S1 1−− 3686.108+0.011
−0.014

Table 1.1: Properties of charmonia [1].

The mentioned charmonium states are stable bound states. They are stable in a sense that

their mass is less than that of two light-heavy mesons2, so that strong decays into open charm

are forbidden [8]. The mass ofψ
′

is just below the open charm threshold. Charmonium states

that are above theψ
′

can decay intoDD̄ pairs.

Quarkonium masses are largely determined by the bar quark masses. Due to large masses

of those quarks, many basic quarkonium properties can be calculated using a non-relativistic

potential theory [13].
2open charm mesons (D) contain charm quark (or antiquark) and light antiquark (orquark)
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CHAPTER 1. THEORETICAL MOTIVATION

The Cornell confining potential [14] gives a good description of the observed charmonium

bound states. The potential for aQQ̄ pair at separation distancer is:

V (r) = σr − α

r
, (1.2)

whereσ is a string tension andα is a gauge coupling (α = 4
3
αs). Ground states at the lower

excitation levels of quarkonia are very tightly bound, and much smaller than the light hadrons.

Many of the J/ψ mesons observed at colliders are not directly produced fromcollisions but

are a result of decays from heavier charmonium states or fromB meson decays. The direct J/ψ

production, which is found to be about 60% (59±10% [28]) of observedJ/ψ, plus feed-down

from heavier charmonium states,ψ
′

andχC , is called a prompt production.ψ
′

andχC account

for about 10% and 30% of the prompt production, respectively. Estimations from different ex-

periments are slightly different. The contribution fromψ
′

feed-down is 8.6±2.5% or 8.1±0.3%

from PHENIX experiment [15] and from fixed-target experiments [16], respectively.χC ac-

counts for 30±6 or 25±5 from CDF experiment [17] and from fixed-target experiments[16],

respectively. The inclusive J/ψ production also contains the contribution fromB meson decays,

non-promptJ/ψ. It is stronglypT dependent, and according to new STAR measurements, in

hadron collisions at
√
s = 200 GeV the contribution from the B meson decay is 10-25% of the

observedJ/ψ, for 4< pT < 12 GeV/c [18].

1.3 J/ψ polarization

The topic of this dissertation is the J/ψ polarization. A particle produced in a certain super-

position of elementary mechanisms may be observed preferentially in a state belonging to a

definite subset of the possible eigenstates of the angular momentum componentJz along the

characteristic quantization axis. When this happens, the particle is said to be polarized [19].

A nomenclature used for the polarization of vector mesons isan analogy to the photon

polarization, since these particles share the quantum numbers of the photon. The transverse

polarization means that the spin projection isJz = ±1, andJz = 0 is for the longitudinal

polarization. The same terms are used do describe thespin alignmentof vector quarkonia not

only with respect to their own momenta (HX frame), but also with respect to any other chosen

reference frame (GJ or CS frames) [19].

For the J/ψ decay, the geometrical shape of the angular distribution ofthe two decay leptons,

in the J/ψ rest frame, reflects the polarization of theJ/ψ. A spherically symmetric distribution
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1.3. J/ψ POLARIZATION

would mean that the J/ψ is on average unpolarized, an anisotropic distribution would mean

that the J/ψ is polarized. Figure 1.3 shows dilepton decay distributionof transversely (a) and

longitudinally (b) polarized J/ψ in thenatural frame (polarization axisz coincides with the
−→
J ).

Figure 1.3: Representation of the dilepton decay distribution of transversely (a) and longitu-

dinally (b) polarized J/ψ in the natural frame. The probability of the lepton emission in one

direction is represented by the distance of the corresponding surface point from the origin. [19]

In an experiment, the coordinate system used for the J/ψ polarization studies, has to be

defined. Figure 1.4 shows possible definition of the coordinate system, as seen from the J/ψ

rest frame. Thez axis is the polar axis, which depends on the chosen referenceframe. Thex

axis lies on the production planexz (x = y × z), which contains momenta of colliding beams,

and they is the production plane normal. The polar angle,θ, is defined as the angle between

momentum of a lepton from the J/ψ decay (usually it isl+) in the J/ψ rest frame and the chosen

polar axisz. The azimuthal angle,φ, is determined by the production plane.

1.3.1 Reference frames

There are three reference frames that are usually used for the J/ψ polarization measurements:

helicity [58], Collins-Soper [59] and Gottfried-Jackson [60] frames. In all frames the polar-

ization axisz belongs to the production plane (xz). Figure 1.5 shows the production plane

definition on the left-hand side, and definitions of the polarization axisz in different rest frames

are shown on the right-hand side of the Fig. 1.5
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CHAPTER 1. THEORETICAL MOTIVATION

Figure 1.4: Representation of the coordinate system for theJ/ψ polarization measurement, in

the J/ψ rest frame. [19]

Figure 1.5: Definition of the production plane (left) and definitions of the polarization axisz in

helicity (HX), Collins-Soper (CS) and Gottfried-Jackson (GJ) reference frames (right). [19]

In the helicity frame (HX) thez axis is along the J/ψ momentum in the center of mass frame.

The Collins-Soper frame (CS) defines thez axis as a bisector of the angle formed by one beam

direction and the opposite direction of the other beam, in the J/ψ rest frame:

z =

−→
Pb
|Pb|

−
−→
Pa
|Pa|

, (1.3)

where
−→
Pa and

−→
Pb are the 3-momenta of each beam boosted into the J/ψ rest frame. In the

Gottfried-Jackson frame (GJ), the polarization axis is chosen along the momentum vector of

one beam boosted into the J/ψ rest frame.

In collider experiments, HX frame is usually used. Recently, also the CS3 frame has been

used in some collider experiments. The GJ frame is mostly applied in the fixed target experi-

3the CS frame was initially motived by Drell-Yan production
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1.3. J/ψ POLARIZATION

ments.

1.3.2 Decay angular distribution

The J/ψ polarization can be determined experimentally by measuring the dilepton decay angular

distribution. The decay angular distribution can be derived from the J/ψ production density

matrix using basic conservation rules, such as the parity conservation.

The information on the production polarization of the J/ψ meson is contained in the spin

density matrixρ:

ρ =




ρ11 ρ10 ρ1−1

ρ01 ρ00 ρ0−1

ρ−11 ρ−10 ρ−1−1


 (1.4)

The matrix is Hermitian and satisfiesTr(ρ) ≡ ρ11 + ρ00 + ρ−1−1 = 1. ρ00 it the longitudinal

polarization fraction and (ρ11 + ρ−1−1) is the transverse fraction. Using parity conservation

rules: ρ−1−1 = ρ11, ρ−11 = ρ1−1, ρ−10 = −ρ10 andρ0−1 = −ρ01. So there are only four

independent real parameters inρ, and a convenient set is:

ρ =




ρ11 Re(ρ10) + iIm(ρ10) ρ1−1

Re(ρ10)− iIm(ρ10) 1− 2ρ11 −Re(ρ10) + iIm(ρ10)

ρ1−1 −Re(ρ10)− iIm(ρ10) ρ11


 (1.5)

Let us assume, for a simplicity of the notation, that we have atwo-body decay,γ −→ α+β.

The particleγ is in eigenstatej of the total angular momentum and eigenstatem of the magnetic

sub-state. Particleα andβ have momenta−→p and−−→p in theγ rest frame, and they helicities are

λα andλβ. z andx axis are in the production plane. The derivation of the angular distribution

is based on [61].

The decay state, expanded into angular momentum eigenstates ofγ is:

|p̂λαλβ〉 =
∑

j,m

|jmλαλβ〉
√

2j + 1

4π
Dj∗
mλ(φ, θ, φ), (1.6)

wherep̂ is a unity vector in the direction of−→p , λ = λα − λβ, Dj
mλ areWigner D-matrices

corresponding to matrix elements〈jm′ |R(φ, θ, ψ)|jm〉 of the rotation operatorR(φ, θ, ψ). The

three Euler angles,φ, θ andψ specify the direction of̂p. Wigner D-matrices written in therms

of real-value d-functions:

Dj
m,λ(φ, θ, ψ) = e−imφdjmλ(θ)e

−iλψ (1.7)
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and:

dj
mm

′ = (−1)m−m′

dj
mm

′ = dj−m−m′ (1.8)

The amplitude of the decay is:

Am(p̂, λα, λβ) = 〈p̂λαλβ|Û |jm〉, (1.9)

whereÛ is operator invariant under rotations and reflections. Using Eq. 1.6:

Am(p̂, λα, λβ) =

√
2j + 1

4π
M(λα, λβ)D

j
mλ(φ, θ, ψ), (1.10)

whereM(λα, λβ) = 〈jmλαλβ|Û |jm〉

The probability forγ −→ α + β with p̂ specified by Euler anglesφ, θ andψ in theγ rest

frame:

dσ

d4qdΩ
=

2j + 1

4π

∑

m,m′

∑

λα,λβ

Am(p̂, λα, λβ)ρmm′A∗
m′ (p̂, λα, λβ)

=
2j + 1

4π

∑

m,m′

∑

λα,λβ

|M(λα, λβ)|2Dj∗
mλ(φ, θ, ψ)D

j

m
′
λ
(φ, θ, ψ)ρmm′

(1.11)

J/ψ is spin-1 particle withm = 0, the helicity conservation requiresλα 6= λβ , and for decay

leptons,λα andλβ can be either1
2

or−1
2
. Also:

d111(θ) =
1− cosθ

2
, d110(θ) =

−sinθ√
2
, d11−1(θ) =

1− cosθ

2
(1.12)

The full amplitude can be written as:

dσ

d4qdΩ
=

3

4π
|M(

1

2
,−1

2
)|2{ρ11(1 + cos2θ) + (1− 2ρ11)(1− cos2θ)

+Re(ρ10)
√
2sin(2θ)cosφ+ ρ1−1sin

2θcos(2φ)}
(1.13)

The cross-section is parametrized as:

dσ

d4qdΩ
=

3

4π
|M(

1

2
,−1

2
)|2{WT (1 + cos2θ) +WL(1− cos2θ)

+W△
√
2sin(2θ)cosφ+W△△sin

2θcos(2φ)}
(1.14)

WT andWL are the transverse and longitudinal components, respectively.WT corresponds only

to theρ11 andρ−1−1 elements of the density matrix, andWL corresponds to theρ00 element.

W△ andW△△ are called thesingle-spin flipanddouble-spin flipcomponents, respectively.
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1.3. J/ψ POLARIZATION

Decay angular coefficients

The angular distribution can be written as:

dσ

d(cosθ)dφ
∝ 1 + λθcos

2θ + λθφsin(2θ)cosφ+ λφsin
2θcos(2φ), (1.15)

where

λθ ≡
WT −WL

WT +WL
= −1− 3ρ11

1− ρ11

λθφ ≡
√
2W△

WT +WL
=

√
2Re(ρ10)

1− ρ11

λφ ≡ 2W△△

WT +WL

=
2ρ1−1

1− ρ11

(1.16)

theλθ parameter is often called the polarization parameter. Following constraints can be put on

the parameters:|λθ| < 1, |λθφ| <
√
2
2

, |λφ| < 0.5 for λθ = 0 andλφ → 0 for λθ → −1 [65].

The angular distribution coefficients can be extracted form1-dimensional distributions. The

angular distribution integrated overφ:

W (cosθ) ∝ 1 + λθcos
2θ (1.17)

And the distribution integrated overθ:

W (φ) ∝ 1 +
2λψ

3 + λθ
cos(2φ) (1.18)

The diagonal term,λθφ, vanishes in both integrations, but can be extracted by defining variable

φ̃:

φ̃ =




φ− 3

4
π for cosθ < 0

φ− 1
4
π for cosθ > 0

(1.19)

TheW (φ̃) distribution is:

W (φ̃) ∝ 1 +

√
2λθφ

3 + λθ
cosφ̃ (1.20)

In general,λθ = −1 means full longitudinal polarization andλθ = 1 full transverse polar-

ization.

Frame invariant approach

In an experiment, thenaturalpolarization axis is unknown, and a measured polarization depends

on the observable frame. As is was argued by P. Faccioli et al.[19, 62, 63, 64, 65], the chosen
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polarization axis has a radical effect of the magnitudes andsigns of the angular distribution

coefficients. Therefore, in order to investigate the J/ψ polarization and understand its origin,

without depending on a model, both the polar and azimuthal distributions with their kinematic

dependence have to be determined. Also, it is the best if theyare measured in at least two

geometrically complementary reference frames. HX and CS frames are orthogonal (the frames

differ by a 90◦rotation around they axis) when J/ψ is produced at highpT and has a negligible

longitudinal momentum (pT ≫ |pL|).

For that purpose, a frame invariant approach has been developed. An frame-invariant quan-

tity, λ̃, was proposed:

λ̃ =
λθ + 3λφ
1− λφ

(1.21)

Any arbitrary choice of the experimental observation framewill always give the same value of

λ̃, independently of kinematics. Since this quantity is also less acceptance dependent, than the

standard anisotropy parametersλθ, λφ andλθφ, it can be used to directly compare the polariza-

tion measurement in different experiments.

1.4 J/ψ production

J/ψ hadroproduction proceeds through two stages. First, acc̄ pair is produced in a hard scat-

tering of partons. The process is described by the perturbative QCD. This is followed by a

hadronization process in which physical resonance, such asJ/ψ is formed. J/ψ bound state

is produced via color-singlet4 or color-octet5 intermediate state. Based on the different pro-

duction mechanisms, theoretical models of the J/ψ production can be divided into three main

groups, namely: Color Single Model, Color Evaporation Model and Non-Relativistic QCD cal-

culations with color-octet components, which are described in next sub-sections.

Tests of the J/ψ production mechanism that use the measured J/ψ cross-sections are incon-

clusive since different models have similar predictions for the cross-section. Measurements of

the J/ψ polarization may help to distinguish between the models. Competing mechanisms dom-

ination in the different theoretical approaches lead to very different expected polarizations of

the quarkonia produced in the high-energy hadron collisions.

4color-singlet is a colorless state
5color octet is a coloured state
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1.4.1 Color Singlet Model

The Color Singlet Model (CSM) is an application of QCD to heavy-quarkonium production in

the high-energy regime [20, 21]. In this model the only input, apart from the PDF6, is a wave

function which can be determined from data or calculated from potential models.

The production of a charmonium is divided into two processesthat can be factorized. In

the first one, two on-shell heavy quarks (c and c̄) are created, then they are bounded and form

the meson. The first process is perturbative (of a scale of approximatelyM2 + p2T ) with the

cross section computable from the Feynman-diagrams. In high-energy hadronic collisions, the

leading contribution comes from a gluon fusion process. Feynman diagrams for the3S1 states

production associated with a gluon are shown in Fig.1.6. If the perturbative amplitude to pro-

duce the heavy-quark pair on shell (M(p)) is calculated at the leading order inαs, it refers to

Leading Order CSM (LO CSM). It is assumed that charmonium’s quarks are created at rest in

the meson frame (static approximation) and that the color and the spin of thecc̄ pair do not

change during the binding. It is also required that the pair is produced in a color-singlet state,

since physical states are colorless.

Figure 1.6: Diagrams forgg →3 S1g at LO within the CSM [20].

The LO CSM prediction for the J/ψ cross section is more than order of magnitude below the

CDF experiment measurements[23] . Figure 1.7 shows differential cross section as a function

of pT measured in the CDF experiment compared to predictions of LOCSM and LO CSM

including the fragmentation processes [22]. Addition of the fragmentation improves the high-

pT part. This disagreement between the theoretical predictions and experimental results has led

to further improvements of the CSM model and to development of new models, for example

6the Parton Distribution Function
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with color-octet contributions.

Figure 1.7: Differential cross-section as a function ofpT of the CSM (LO and fragmentation)

compared with the direct production of J/ψ from CDF [20].

Next-to-leading Order (NLO) QCD corrections to color-singlet quarkonium production [24]

show an important enhancement of the cross section, especially at high pT , see Fig. 1.9. Also,

CSM with s-channel cut contribution (off-shell quarks in the bound state) was proposed [25]

[26].

It is now accepted thatα4
s andα5

s corrections to the CSM are essential for understanding

theJ/ψ pT spectrum in high-energy hadron collisions [27]. The predictions at LO and NLO

accuracy are sufficient to account for the observed magnitude of thepT -integrated cross section

[28] (see Fig. 1.8), however the NLO CSM under-predicts the cross section differential in

pT and the slope is too steep (see Fig. 1.9) [27]. Figure 1.9 alsoshows a newer CSM model

prediction, NNLO*, which is in a much better agreement with the RHIC data forpT > 5 GeV/c.

This calculations include contributions fromgg andgq fusion at NLO (up toα4
s), cg fusion at

LO (atα3
s) and the leadingpT contributions fromgg andgq fusion atα5

s (NNLO*) [27]. Since

the CSM predictions are for direct J/ψ production, PHENIX and STAR inclusive J/ψ production

data shown in Fig. 1.9 are multiplied by the expected fraction of direct J/ψ (59± 10)% [28].

The J/ψ polarization in the helicity frame is drastically modified at NLO, comparing to LO

CSM predictions. At LO J/ψ is predicted to have transverse polarization, which is in disagree-

ment with measurements of CDF [35] and PHENIX [32] experiments. In NLO calculations, the

polarization is increasingly longitudinal with increasing pT (Jz = 0), along the J/ψ momentum

direction [27]. The most recent NLO+ CSM prediction for the polarization of prompt J/ψ ,
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Figure 1.8:dσ/dy×Br in p+p collisions at
√
s = 200 GeV from CSM at LO and NLO accuracy

[27] compared to the PHENIX data [29][30].

Figure 1.9:dσ/dpT × Br in p+p collisions at
√
s = 200 GeV and|y| < 0.35 from CSM at

various orders ofαs [27] compared to the PHENIX [29] and STAR [31] data.

which is shown in Fig. 1.10, is consistent with the PHENIX polarization measurement at low

pT . The NLO+ contains the yield at NLO accuracy fromgg andgq fusion added to the yield

from cg fusion at LO accuracy. This calculation does not include allcontributions which may

influence the polarization.gg andgq fusion at NNLO* andcg fusion at LO (or NLO*) at large

pT could influence the yield, and the polarization may end up to be strongly longitudinal or

slightly transversal. But, in contrary to the NRQCD calculations with color-octet transitions,

the polarization in the CSM is not expected to become strongly transverse with increasingpT

[27].
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Figure 1.10: Comparison between the extrapolation ofα (λθ) for prompt J/ψ in p+p collisions

at
√
s = 200 GeV (blue band), the range ofα for the direct NLO+ (two dashed lines) [27] and

the PHENIX measurements at mid-rapidity [32].

1.4.2 Non-Relativistic QCD calculations with color-octetmechanism

Non-Relativistic Quantum Chromodynamic (QCD) [40, 41, 42,43, 44, 45] is an effective field

theory. In this formalism intermediatecc̄ color-octet states, in addition to color-singlet states,

can bind to form the charmonium. The transition from the intermediate color-octet state to the

final color-singlet state is possible by emitting a low energy gluon. The theory is based on a

systematic expansion in bothαs andv (v is a quark velocity within the bound state,v2c ≈ 0.23).

The important quantity of the formalism, is the factorization between the short-distance, pertur-

bative contributions and the hadronization ofcc̄ described by non-perturbative matrix elements

defined within NRQCD [20]. J/ψ production cross section associated with some hadron X is

[20, 21]:

dσ(J/ψ +X) =
∑

n

dσ̂(cc̄[n] +X)〈OJ/ψ
n 〉, (1.22)

wheredσ̂ is the inclusive cross section for producing thecc̄ pair in the color and angular mo-

mentum staten. 〈OJ/ψ
n 〉 are the long distance matrix elements (LDME), which take account of

the transition between thecc̄ pair and the final physical state ofJ/ψ. The〈OJ/ψ
n 〉 parameters

are determined in powers ofv. In principal, there is unlimited number of the matrix elements

with various values ofn, but in calculations only the matrix elements at small powers of v are

considered. The Fock-state decomposition of the J/ψ state, in powers ofv is:

|J/ψ〉 = O(1)|cc̄[3S(1)
1 ]〉+O(v)|cc̄[3P (8)

J ]g〉+O(v2)|cc̄[3S(8)
0 ]g〉

+O(v2)|cc̄[3S(1,8)
1 ]gg〉+O(v2)|cc̄[3D(1,8)

J ]gg〉+ · · · 7
(1.23)
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There are color-singlet and color-octet LDME. The color-singlet ones are fixed by theory

and can be find from the factorization formalism. They approximately represent the probability

that perturbatively produced quark pair will evolve into the considered physical bound state.

This part of the J/ψ production is described in CSM as well. The color-octet LDMEgive the

probability of a transition between intermediate color-octet states,1S(8)
0 , 3P

(8)
0 , 1S

(8)
1 , and the

final color-singlet3S1 state. This elements are not known and have to be determined from a fit

to the data. More details on the LDME can be found here [20]. For hadron collisions at high

energy and at largepT color-octet diagrams dominate for the J/ψ production, that is why the

model is often called Color Octet Model (COM).

The NRQCD is in good agreement with measured J/ψ cross section. But one shall remember

that the color-octet matrix elements are fit to reproduce theobserved cross section as a function

of pT . NLO NRQCD calculations [53] successfully describe the J/ψ cross-section measured

in the CDF experiment at
√
s = 1.96 TeV [54], as it is shown in Fig. 1.11. The model is

also in agreement with measurements at lower energy of
√
s = 200 GeV, from STAR [34, 18]

(calculations taken from [55]) and PHENIX [33] (calculations taken from [56]) experiments,

see Fig. 1.12 and 1.13.

Figure 1.11: Transverse momentum distribution of prompt J/ψ production at Tevatron at
√
s =

1.96 TeV [54] with the NRQCD prediction [53].

7(1) denotes color-singlet state, and (8) color-octet-state.
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Figure 1.12: PHENIX J/ψ pT spectrum mea-

surements for mid and forward rapidity at
√
s = 200 GeV [33] compared with different

model predictions.

Figure 1.13: STAR J/ψ pT spectrum measure-

ments for mid-rapidity at
√
s = 200 GeV

[34, 18] compared with different model pre-

dictions.

The J/ψ polarization measurement is a crucial test for the NRQCD factorization and the

color-octet mechanism. At highpT , the model predicts strong transverse polarization in the

helicity frame (Jz = ±1, with respect to the J/ψ momentum direction), increasing withpT

[48, 49, 50, 51, 52]. It is in contrary to CSM calculations at next-to-leading and higher orders,

which predict longitudinal J/ψ polarization. Gluon fragmentation is the dominant processin

the production of a quarkonium withpT much larger than the quarkonium mass. WhenpT ≫
mJ/ψ, the fragmenting gluon is almost on its mass shell, and is therefore transversely polarized.

The cc̄ pair inherits this polarization, and NRQCD predicts that the polarization is preserve

during the non-perturbative transition via a soft-gluon emission to the final physical state. This

prediction is in disagreement with CDF polarization measurement [35]. CDF observes that the

J/ψ becomes slightly longitudinal with increasingpT , as it can be seen in Fig. 1.14.

At lower pT the situation is different. The prediction for the CDF energies (
√
s = 1.96

TeV) shows almost no polarization atpT ≈ 5 GeV/c, and according to calculation for lower

energy (
√
s = 200 GeV) [47] the polarization may even become slightly longitudinal at lowpT

(1.5 GeV/c < pT < 5 GeV/c). The strong transverse polarization is not expected because the

fragmentation dominance does not occur at thispT region [47]. Figure 1.15 shows the polar-

36



1.4. J/ψ PRODUCTION

ization measurement from PHENIX [32] at
√
s = 200 GeV/c and at mid-rapidity, compared to

COM prediction for prompt J/ψ [47]. The NRQCD prediction agrees with the two PHENIX

data points. However, the measurement is limited to smallpT , where the data are not able to

distinguish between the COM and CSM predictions regarding the J/ψ polarization.

Figure 1.14: CDF prompt J/ψ polarization at

mid-rapidity at
√
s = 1.96 TeV in helicity

frame [35] compared to NRQCD [48][46] and

kT -factorization [36] models.

Figure 1.15: PHENIX inclusive J/ψ polariza-

tion at mid-rapidity at
√
s = 200 GeV in he-

licity frame [32] compared to CSM [25] and

COM [47] predictions.

1.4.3 Color Evaporation Model

The Color Evaporation Model (CEM) was first proposed in 1977 [37, 38][39]. The model does

not assume that the heavy quark pair produced by the perturbative interaction is in a color-

singlet state. It is considered that the color and the spin ofthe asymptoticcc̄ state is randomized

by soft interactions occurring after its production. As a consequence, the quantum numbers of

thecc̄ pair are not correlated with the quantum numbers of the final meson. The fraction of the

cc̄ pairs that form a particular chamonium state is assumend to be independent of the production

process. The total cross section for the charmonium production is calculated as the total cross

section for quark pair production multiply by the probability that cc̄ is in a color-singlet state

(1/9):

σonium =
1

9

∫ 2mD

2mc

dm
dσcc̄
dm

(1.24)
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The cross section ofcc̄ production is integrated from the threshold2mc up to the threshold to

produce two charm mesons (2mD). The cross section for the J/ψ is then:

σJ/ψ = ρJ/ψσonium, (1.25)

whereρJ/ψ is the inverse of the number of quarkonium between2mc and2mD. TheρJ/ψ can

be determined only from the fit to the data. [20]

The CEM prediction for the J/ψ cross section is in good agreement with the measured cross

section. Figures 1.12 and 1.13 show the newestpT spectrum from STAR [34][18] and PHENIX

[33] compared to the CSM prediction.

However, the simple CEM model prediction does not describe well the production ratios for

charmonium states between processes and as functions of kinematic variables [20, 21].

It was suggested that in the framework of the Color Evaporation Model multiple soft gluon

exchanges destroy the initial polarization of the heavy quark pair [39]. SinceJ = 0 states

get its color randomized during thecc̄ evolution, the final angular momentum vector
−→
J has no

preferred alignment. One can say that the J/ψ is "unpolarized" - probability to found J/ψ in each

of the angular momentum eigenstatesJz is the same,1/(2J + 1) [19]. But, in general there is

no prediction regarding the J/ψ polarization from the CEM.

1.5 Thesis scope

In this thesis, the first J/ψ polarization measurement in the STAR experiment at RHIC, inp +

p collisions at
√
s = 200 GeV at|y| < 1 and inpT range 2< pT < 6 GeV/c, is reported.

The analysis is done using data from 2009 year, with a high-pT electron trigger. The J/ψ is

reconstructed via its di-electron decay channel. This analysis focuses on the polar angle,θ. The

angular distribution coefficient (polarization parameter) λθ of the J/ψ decay into electrons is

extracted in the helicity frame [58] as a function ofJ/ψ pT . The extraction ofλθ in the helicity

frame allow us to compare the measured J/ψ polarization with different model predictions:

NLO+ Color Singlet Model (NLO+ CSM) [27] andNRQCD calculations with the color

octet contributions (COM) [47].
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The STAR experiment

The Solenoid Tracker at RHIC (STAR) is one of two large experiments, currently taking data,

at the Relativistic Heavy Ion Collider (RHIC) at BrookhavenNational Laboratory. RHIC is the

first machine in the world capable of colliding heavy ions andthe first hadron collider with two

independent rings which can collide polarized protons. Beams in the rings travel in opposite

directions and can collide at six interactions points. The STAR experiment is placed at six

o’clock position of the RHIC rings. RHIC is designed to operate with high beam luminosities.

It can collide heavy ions, e.g. gold ions, at a wide center of mass energy range, from∼5 GeV

up to 200 GeV and protons up to∼500 GeV. RHIC is also able to provide unsymmetrical

collisions, e.g. deuterons on gold ions or coper ions on goldions.

The Relativistic Heavy Ion Collider complex is shown in Fig.2.1, it consists of a chain of

particle accelerators. Atoms are ionized in the Tandem Van de Graaff, then ions travel to the

small, circular Booster which accelerates ions to higher energy. Then ions are directed to the

Alternating Gradient Synchrotron (AGS) which further accelerates them and injects into the

RHIC rings where they are accelerated to a desire energy and can be stored for many hours

in order to conduct experiments. The same accelerator complex is used for polarized protons,

which are supplied by the Linac. Protons travel the same way as heavy ions, starting from the

Booster.

2.1 STAR detector

The STAR detector is a multi-purpose detector. It was build to study strongly interactive mat-

ter created in ultra-relativistic heavy-ion collisions and its space-time evolution, and search for
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Figure 2.1: The RHIC accelerator complex.

signatures of a possible quark-gluon plasma (QGP) formation. The aim is to understand the mi-

croscopic structure of hadronic interactions at high energy densities. The three main categories

of STAR physics program are: a study of high density QCD, measurement of the spin structure

function of the proton, and a study of photon to pomeron interactions from electromagnetic

fields of the passing ions at RHIC [66].

The STAR detector consists of many subsystems, it has a cylindrical geometry and a large

acceptance with a full azimuthal coverage (∆φ = 2π). Figure 2.2 shows a layout of the STAR

detector. The main, and most important for this analysis, subsystems are marked in the figure.

The main tracking detector for charged particles is the TimeProjection Chamber (TPC) [67]

which is also used to identify particles usingdE/dx (ionization energy loss). The TPC pseu-

dorapidity range is|η| < 1.8 with a full azimuthal coverage. Charged particles momenta are

obtained due to their bend in magnetic field, the STAR magnet[68] covers the TPC and most

of the subsystems. It is a room temperature solenoid magnet with a uniform magnetic field of

a maximum value 0.5T. Outside the TPC is the Time Of Flight (TOF) [69][70] detector with a

pseudorapidity coverage of|η| < 0.9 and∆φ = 2π. The TOF extends, by measuring a particle

velocity, STAR particle identification capabilities to momentum ranges where the TPC alone is

not very efficient. Direct identification ofπ/K/p is possible up to momenta∼1.7-1.9 GeV/c,

and(π + K)/p identification up top ∼2.9-3.1 GeV/c. The Vertex Position Detectors (VPD)

[71], which are placed outside the magnet and close to the beam pipe, are start detectors for a
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Figure 2.2: The STAR detector.

particle Time of Flight measurements and provide a minimum bias trigger. Between the TOF

and the magnet there is the Barrel Electromagnetic Calorimeter (BEMC) [72] which covers

|η| < 1 and∆φ = 2π. The BEMC is used to study rare, high-pT processes, such as jets, leading

hadrons, direct photons, heavy quarks, and provide large acceptance for photons, electrons,π0

andη mesons. The BEMC is a fast detector and it is utilized to discriminate against pileup

tracks in the TPC (tracking detectors are too slow), arisingfrom other beam crossing falling

within the TPC drift time. BEMC can be also used to trigger on high-pT electrons.

2.1.1 Time Projection Chamber (TPC)

The Time Projection Chamber (TPC) [67] is a main tracking device for charged particles in the

STAR detector. It has a cylindrical shape and provides a complete coverage around the beam

line. Its inner and outer radius is 50 cm and 200 cm, respectively. The TPC in a volume filled

with a gas in a uniform electric field of≈ 135V /cm. It is 4.2 m long and 4 m in diameter. A

pseudorapidity range for tracking is|η| < 1.8 with a full azimuthal angle. A schematic view

of the TPC is shown in Fig.2.3. The TPC records particle tracks, and from the curvature of

a track in the magnetic field the particle momenta from 100 MeV/c up to∼30 GeV/c can be

measured. A particle identification is done using particle ionization energy loss (dE/dx) in

the TPC gas, an example of thedE/dx distribution as a function of the particle momentum is

shown in Fig.2.4. Pions and protons can be separated up to 1.2GeV/c.

41



CHAPTER 2. THE STAR EXPERIMENT

Figure 2.3: The STAR TPC.

Charged particles passing through the TPC gas ionise gas atoms and leave traces made of

released electrons. These primary ionizing particles are reconstructed from the released sec-

ondary electrons which drift to the ends of the detector in the electric field. The TPC is filled

with the P10 gas (90% of argon and 10% of methane) and its pressure is 2mbar above atmo-

spheric pressure. The uniform electric filed is defined by a thin conductive Central Membrane

(CM) at the center of the TPC, concentric field-cage cylinders and the readout end caps. An op-

erating voltage of a cathode at the CM is 28 kV, while the end caps, where anodes are placed, are

at ground. The read out system at the end caps is based on Multi-Wire Proportional Chambers

(MWPC) with readout pads.

MWPC chambers on the end caps consists of a pad plane and threewire planes: an anode

wire plane (amplification/readout layer), a ground wire plane and a gating grid. The purpose of

the ground wire plane is to terminate the filed in the avalanche region and provide additional rf

shielding for the pads. The gating grid is a shutter to control entry of electrons from the TPC

drift volume into the MWPC, and blocks ions produced in the MWPC from entering the drift

volume. The readout planes are modular units arranged in 12 sectors around the circle. Each

sector is divided into an inner and outer part, see a schema ofthe anode pad plane with one full

sector in Fig.2.5. The outer sub-sectors have continuous pad coverage in order to optimize the

dE/dx resolution and improve a bit the tracking resolution. The inner sub-sectors, which are in

the region of the highest track density, are optimized for a good two-hit resolution. These sub-
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Figure 2.4: ThedE/dx distribution as a function of the track momentum at magneticfiled of

0.25T [67].

sectors are built from smaller pads, with separate pad rows.Because of that the inner sectors

do not improve significantly thedE/dx resolution. Their purpose is to improve the momentum

resolution by extending the position measurements to smallradii, along a track, and to detect

particles with low momenta.

Track reconstruction.

A track can be reconstructed by maximum 45 pad rows, usually it is less due to the track

curvature, emission angle, fiducial cuts, etc. The trackingefficiency is on average about 80-

90%. The trajectory of a primary particle is reconstructed by joining ionization clusters along

the track. The clusters are found separately inx, y andz direction. Localx direction is along

the direction of a pad row,y axis extend from the beam line outwards and is perpendicularto the

pad rows, and the z axis is along the beam line. A cluster, for example inx position, is created

from ionization points on adjacent pads, within a pad row, with similar drift times. Thex andy

coordinates of a cluster are determined by measuring the charge on adjacent pads in a single pad

row. The localx is found from the Gaussian fit to the signal distribution on the pads, withy =

0. Then the local coordinates are translate to the global coordinates using a pad global position.

The z coordinate of a point inside the TPC is determined by measuring the time of drift of a

cluster of secondary electrons (realised during the gas ionisation), from the point of origin to

the anodes on the end cap dividing by the average drift velocity. Since the drift velocity has to

be known with a precision of 0.1% in order to reconstruct position with a sufficient accuracy, it
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Figure 2.5: The TPC anode pad plane with one full sector [67].

is measured every few hours during the data taking using special laser tracks [74].

The found space points are associated with each other in order to reconstruct the track of a

particle. The association is done using a special tracking software. In order to extract the particle

momentum, the points on a track are fitted with a track model. The track is modelled as a helix,

and then effects that cause a trajectory to slightly deviatefrom the helix, such as the energy loss

in the gas, are taken into account in the model. In order to avoid broken track fragments, it is

required that a track has hits on at least 10 pad rows. To improve the momentum resolution

of a track, the primary vertex can be used. The primary vertexis found by extrapolating all

reconstructed in the TPC tracks back to the origin and takingthe global average of the found

positions of tracks origins. Tracks that have a distance of the closest approach to the primary

vertex (in three dimension) less than 3 cm are refitted with the primary vertex included in the fit

and are called primary tracks.

The tracking efficiency depends on the acceptance of the detector, the electronic detection

capabilities, two-hit separation capabilities of the system, and the fiducial cut. The efficiency,

as well as the momentum resolution, are estimated using simulated tracks embedded into real

events. Details on the tracking efficiency, momentum and vertex resolution, anddE/dx can be

found here [67].
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2.1.2 Time Of Flight (TOF)

Time of Flight system [69] [70] [71] extends the TPC charged hadron identification capabilities

to higher particle momenta. The TPC alone can separate charged hadronsπ/K and (π+K)/p up

to pT ≈ 0.7 and 1.1 GeV/c, respectively. The TOF provide charged hadronsπ/K and (π+K)/p

separation up topT ≈ 1.6 GeV/c and 3.0 GeV/c, respectively [75]. The inverse velocity,1/β,

distribution as a function of particle momentum is show in Fig.2.6. β is a track path length

divided by the Time of Flight and the speed of light,β = pathLength/T imeOfF light/c. The

TOF time resolution is. 100 ps. Charged hadron identification can be extended to 2< pT < 4

GeV/c using a combination of the TPC and TOF detectors [75].

A start time for the Time of Flight measurement is given by theVPD detectors [71], and

the TOF detector is a stop detector for the time measurement.The VPD detectors are mounted

outside the STAR magnet, on both sides of the STAR detector and very close to the beam

pipe, as it can be seen in Fig.2.2. The detectors consist of 19Hamamatsu fine mesh dynode

photomultiplier tubes. The VPD also provides position of anevent vertex and can be used as a

minimum bias trigger.

Figure 2.6: The inverse velocity for charged hadrons as a function of a particle momentum [69].

For lower momenta it is not possible to efficiently identify electrons using the TPC only.

The electron identification can be improved, using bothdE/dx information from the TPC and

β from the TOF. For momenta below 1.5 GeV/c there are regions where proton and Kaon

dE/dx bands overlap with the electrondE/dx band, and thus it is not possible to obtain a pure

electron sample in this momentum range, using the TPC alone.The upper plot in Fig.2.7 shows
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thedE/dx distribution as a function of particle momentum ford+Au collisions [75]. Slower

hadrons can be efficiently rejected using a cut on theβ: |1/β − 1| < 0.03, Fig.2.7b shows the

dE/dx distribution with the1/β cut applied. The electrondE/dx band is now well separated

from the pion band.

Figure 2.7: The TPCdE/dx as a function of a particle momentum [75].

The TOF detector has a full azimuthal coverage with pseudorapidity range of|η| < 0.9. It

is placed outside the TPC detector and is arranged in 120 trays. The TOF detector is based on

the multi-gap resistive plate chamber (MRPC) technology. The MRPC is a stack of parallel,

resistive plates (float glass), with a series of uniform gas gaps in between. The TOF MPRC

cross section is shown in Fig.2.8a, Fig.2.8b shows the printed circuit board with readout pads

array. On outer glass plates, graphite electrodes are placed. To the electrodes high voltage (∼
14 kV ) is applied and a strong electric field is generated in each gap. The inner glass plates

float electrically. Copper readout pads are located outsidethe electrodes. The signal induced on

the readout pads is a sum of avalanches that result from ionization inside the gaps, caused by

a charged particle going through the glass stack. During operation, the MRPCs are surrounded

by a gas, that consists of Freon R-134a in 95% and 5% of isobutane. [69]
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Figure 2.8: (a) Cross section of the TOF MPRC module. (b) Top view of the printed circuit

board with readout pads array. [70].

2.1.3 Barrel Electromagnetic Calorimeter (BEMC)

The BEMC [72] is located between the TOF detector and the STARmagnet, it covers pseu-

dorapidity range of|η| < 1 and full azimuthal angle. The detector’s depth is approximately

20 radiation lengths (20X0) at η = 0. It is a sampling calorimeter build of a lead and plastic

scintillator. The BEMC consists of 120 modules, 60 inφ and 2 inη, each of module is built

of 40 towers, 2 inφ and 20 inη. The detector has 4800 towers in total, 0.05 by 0.05 inη − φ.

A side view of a module is shown in Fig.2.9. The energy resolution is dE/E ≈ 16%/
√
E. A

BEMC module consists of 20 lead layers and 21 layers of scintillator, two first, thicker layers of

scintillator are used as a PreShower detector (PSD) [72]. Atapproximately 5 radiation lengths

from the front of the stack the Shower Maximum Detector (SMD)[72] is located.

A BEMC tower’s size, at the inner radius, is∼ 10× 10 cm2 at η = 0, and increases with

increasingη. While the size is enough to provide precise energy measurements for isolated
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Figure 2.9: A side view of a BEMC module [72].

electromagnetic showers, it is larger that the Molier radius 1 and thus does not allow for a pre-

cise spatial reconstruction of electromagnetic showers. Ahigh spatial resolution measurements

of a shower distribution in orthogonal transverse dimensions can be done using the Shower

Maximum Detector (SMD). The SMD provides information on a shower position and a shape

as well as on a longitudinal development (i.e. along a tower)of the electromagnetic shower. It

is essential to separateπ0 and isolated (direct) photons and identify electrons from the intense

hadron background. The SMD is a wire proportional counter-strip readout detector, it consists

of two layers. It is is located at≈ 5.6 radiations lengths in the calorimeter, atη = 0. Near this

depth there is a maximum density of electromagnetic showers, with energy& 1-2 GeV. There

is 1200 areas, approximately 0.1 by 0.1 inη − φ, each of the area has 15 stripes inφ and 15 in

η. So there is total of 36 000 stripes in the SMD. The SMD double layer is shown in Fig.2.10.

The PreShower detector (PSD) is integrated into each of the 4800 BEMC towers. The first

two scintillating layers of the BEMC are used as the PSD. The detector provides the longi-

tudinal shower development after (1-1.5) radiation length. The PSD is important forπ0 and

γ discrimination (especially at highpT it is difficult to make this discrimination at the STAR

1The Moliere radius is a characteristic constant of a material describing its electromagnetic interaction proper-

ties. It gives the scale of the transverse dimension of the electromagnetic showers. By definition, it is the radius of

a cylinder containing on average 90% of the shower’s energy deposition [73].
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Figure 2.10: The BEMC SMD double layers [72].

detector radius with the SMD), it can be also used for the electron/hadron discrimination.

The BEMC detector is used to trigger on and to study rare, high-pT processes, such as jets,

leading hadrons, direct photons, heavy quarks. The detector is fast and sensitive to the particles’

total energy and thus it is an important part of the STAR level-0 trigger.

Electron identification

The tower energy and shower information from the SMD detector can be used to identify elec-

trons. The SMD is especially useful in hight intensity environment, like in Au+Au collisions.

The BEMC is constructed so that an electron should deposit all its energy it the BEMC

towers. While hadrons, even those which shower in the BEMC, usually deposit only a fraction

of their energy in the towers. The energy deposited by a particle in the BEMC can thus be used

to discriminated between electrons and hadrons, by takingE/p ratio, whereE is energy andp

in the track momentum. For low mass electronsE ≈ p and theE/p ratio is expected to be≈ 1.

The SMD can help to further discriminate between electrons and hadrons. At the depth

where the SMD is placed, the electromagnetic shower should be fully developed while hadronic

showers are still incomplete. Electrons should have more hits in the SMDη − φ than hadrons,

since their broader shower activate more SMD stripes.
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Data analysis

3.1 Analysis method

This section contains a brief description of used analysis method for J/ψ reconstruction and the

J/ψ polarization extraction.

In this analysis the inclusive J/ψ production is studied. InclusiveJ/ψ’s are promptJ/ψ’s

(directly produced and from a feed-down from the higher exited states of the charmonium,ψ
′

andχC) and non-promptJ/ψ’s from a feed-down from theB meson decays. J/ψ lifetime is

very short,7 × 10−21s (the decay width is92.9 ± 2.8keV [1]) , and theB meson lifetime is

longer,(0.453 ± 0.041) × 10−12s [1]. In general, it is possible to separate the J/ψ from the B

meson decay by reconstructing the secondary vertex. But theSTAR detector does not have the

necessary resolution.

J/ψ is analysed via its dielectron decay channelJ/ψ → e+e− (BR = 5.94% ± 0.06% [1])

at mid-rapidity (|y| < 1). The branching ratio to leptons,J/ψ → e+e− andJ/ψ → µ+µ−, is

high due to the fact that the hadronic decay modes are suppressed by the OZI Rule. Also, the

advantage of leptons is that they do not interact strongly.

Since J/ψ decays almost in the collisions vertex it cannot be reconstructed using a topo-

logical method, so a statistical method is used. All electron candidates in an event are paired

with all positron candidates and the J/ψ is identify ase+e− pairs which invariant mass is in a

range2.9 < me+e− < 3.3 GeV/c2. A combinatorial background under the J/ψ peak (random,

uncorrelatede+e− pairs) is estimated using a like-sign technique. Alle+ and alle− in an event

are paired and the background is a sum of alle+e+ ande−e− pairs:Ne+e+ +Ne−e−. In order to

get the J/ψ signal, the background distribution is subtracted from thedistribution fore+e−.
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In this analysis we are interested in high-pT J/ψ which have at least onee+ or e− with high

pT . Used High Tower (HT ) trigger allows us to select events with high-pT electron and it is re-

quired that at least one of electrons from the J/ψ decay satisfies theHT trigger conditions. With

theHT trigger requirements the obtain J/ψ are with2 < pT < 6 GeV/c and the combinatorial

background under the J/ψ signal is reduced significantly.

Electrons are identified using information from the TPC detector. In addition, the TOF

detector is used for lower momenta and the BEMC detector for higher momenta. Event and

track selection, and offline cuts are described in sections 3.2.1, 3.2.2. Efficiencies are extracted

from the data and a Monte Carlo simulation, and are discussedin section 3.4.

In this document, during analysis discussion, we refer to both electrons and positrons as

electrons.

J/ψ polarization analysis method

J/ψ polarization is analysed via the angular distribution of the electron decay from J/ψ in the

helicity frame [58]. In the helicity frame the polarizationaxis is along the J/ψ direction in the lab

frame. The angular distribution is derived from the densitymatrix elements of the production

amplitude using parity conservation rules. In this analysis, we are interested in the polar angle

θ. It is the angle between the positron momentum vector in the J/ψ rest frame and the J/ψ

momentum vector in the laboratory frame, as it is illustrated in Figure 3.1.

Figure 3.1: Definition of theθ angle in helicity

frame.

The angular distribution integrated over

the azimuthal angle is parametrized:

dN

dcosθ
∝ 1 + λθcos

2θ (3.1)

where angular decay coefficientλθ is called

a polarization parameter and contains both

the longitudinal and transverse components

of the J/ψ cross section. Whenλθ = 0 there

is no polarization,λθ = -1 means full longitu-

dinal polarization andλθ = 1 corresponds to full transverse polarization.

In this analysis thepT dependent J/ψ polarization parameterλθ is obtained by extracting

theθ angle from the data and fittingnorm(1 + λθcos
2θ) function todN/dcosθ distributions in

threepT bins.
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3.2 Event and track selection

3.2.1 Event selection

The p+p 200 GeV dataset used in this analysis is from year 2009, collected with the High

Tower (HT ) trigger. The trigger required transverse energy deposited in a single BEMC tower

to be within 2.6< ET ≤ 4.3 GeV1. TheHT trigger also includes a minimum bias trigger

that required a coincidence two Vertex Position Detectors (V PD) [71]. Information about the

trigger is gathered in a table 3.1. The table shows the trigger id and name, integrated luminosity,

number of events taken with that trigger and the trigger conditions. The analysed data was

sampled from an integrated luminosity of∼1.8pb−1.

Trigger Id Name Lum Nevents Description

240570 BHT0*

VPDMB*

!BHT2 2

1.807 [pb−1] 36.137 M 11(2.6GeV ) < HT ≤ 18(4.3GeV )

Table 3.1: High Tower trigger used in the analysis.

In the analysis, tracks that originate from a primary vertexof an event are used. In order

to ensure a good quality of selected events, cuts on a TPC primary vertex position are applied.

The cuts are listed below:

• ¬(|Vx| < 10−4 ∧ |Vy| < 10−4 ∧ |Vz| < 10−4) cm - primary vertex positions inx, y andz

have to be greater than10−4 cm

• |Vz| ≤ 65 cm

Vx, Vy andVz arex, y andz positions of a primary vertex, respectively.

The integrated luminosity of analysed sample with the HT trigger is∼1.8 pb−1 and after

applying cuts on the vertex position the integrated luminosity is ∼1.6pb−1 (∼ 32.8 M events).

The same cut of|Vz| ≤ 65 cm, on thez position (along the beam axis) of a vertex is

applied in the data and the simulation analysis. TheVz cut helps also to select tracks with a

good quality. Tracks that originate from a vertex which is far from the TPC center, close to the

1this is a transverse energy range that corresponds to DSM (Delta Sigma Modulator) ADC range of11 <

dsmAdc ≤ 18

2BHT0 trigger (HT > 11) with a minimum bias trigger (V PDMB) and BHT2 trigger (HT > 18) excluded.
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detector edge, are reconstructed based on fewer hit points in the TPC and thus have a worse

quality. A distribution of thez position of a primary vertex is shown in Fig. 3.2. One can see

that applied cut onVz does not reject many events, and so the efficiency of the cut isquite high.

A vertex withx andy andz positions equal to zero is a badly reconstructed vertex, thus it is

also required thatx, y andz positions of a vertex are greater than10−4 cm.
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Figure 3.2: Z position (along the beam axis) of the primary vertex for HT triggered events

fitted with the Gaussian function. The mean value is shifted to negative values due to a beam

misalignment. Vertical lines represent the range of theVz cut (|Vz| ≤ 65).

To reduce the pile-up, it is required that each track is matched to a fast detector (BEMC or

TOF), more details about track cuts are in the following section, 3.2.2.

3.2.2 Track selection

3.2.2.1 Track quality and acceptance cuts

In the analysis only primary tracks3 are used. Following track quality and acceptance cuts are

applied:

• 0 ≤ flag < 1000

• nFitP ts ≥ 15
3Tracks which originate from a primary vertex, that have the distance of the closest approach to the primary

vertex is less than 3 cm
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• nFitP ts/nF itP tsMax ≥ 0.52

• DCA ≤ 2 cm

• |η| ≤ 1

• pT ≥ 0.4 GeV/c

F lag variable is a track quality control flag from the track fittingprocedure. Tracks with

a negative value of theflag are poorly reconstructed and are removed. Also, tracks withthe

flag ≥ 1000, which are pile-up tracks, are not included in this analysis.

To ensure a good quality of a track and a good resolution of a track momentum the cut on

a minimum number of points in a track fit (nFitP ts) of 15 is used. In addition, the number

of nFitP ts has to be greater than 50% of possible number of fit points in order to remove

split tracks. The cut is:nFitP ts/nF itP tsMax ≥ 0.52, wherenFitP tsMax is the maximum

number of available points in the fitting procedure.

J/ψ has a very short lifetime so it decays in the event vertex. Therefore we use only primary

tracks with the cut on the distance of the closest approach tothe primary vertex ofDCA ≤ 2

cm.

The transverse momentum cut for a single track is quite low,pT ≥ 0.4 GeV/c. This is mostly

in order to increase a number of extractedJ/ψ’s and due to an acceptance incosθ. Increasing

the value of the cut onpT causes loss of the J/ψ signal at|cosθ| ∼ 1. Decreasing the value

of the pT cut below 0.4 GeV/c does not change the acceptance incosθ, while increases the

combinatorial background under the J/ψ signal.pT ≥ 0.4 GeV/c cut is optimal in terms of the

acceptance incosθ and a significance of the J/ψ signal.

Figures 3.3, 3.4, 3.5, 3.6, 3.7, 3.8 shownFitP ts, nFitP ts/nF itP tsMax, DCA, η, pT

and momentum distributions after all track quality and acceptance cuts, respectively.

3.2.2.2 Hight Tower trigger conditions

It is required, in this analysis, that at least one of electrons from the J/ψ decay fired theHT

trigger (the trigger condition:11 < dsmAdc ≤ 18). And an additional cut ofpT ≥ 2.5 GeV/c

is applied on the transverse momentum of the particle that fired the trigger.

A decision if a particle fired the trigger is made by the trigger simulator based on the DSM

ADC 4 value in a BEMC tower (the trigger condition:11 < dsmAdc ≤ 18). The lower dsmAdc

4Delta Sigma Modulator ADC
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Figure 3.3: nFitP ts distribution after all

track quality and acceptance cuts.
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Figure 3.4:nFitP ts/nF itP tsMax distribu-

tion after all track quality and acceptance cuts.
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Figure 3.5:DCA distribution after all track

quality and acceptance cuts.
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Figure 3.6:η distribution after all track qual-

ity and acceptance cuts.

 [GeV/c]
T

p
0 2 4 6 8 10

co
un

ts

210

310

410

510

610
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track quality and acceptance cuts.
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cut corresponds to a minimum transverse energy deposited ina single BEMC tower of∼ 2.6

GeV. In order to ensure that the particle that was found by thetrigger simulator as a particle that

fired the trigger was indeed a particle that could fired a trigger (there can be other hit in the same

BEMC tower), an additional cut on that particlepT is applied in the data analysis:pT ≥ 2.5

GeV/c. The requirement of one electron with highpT reduces the combinatorial background

and allows to obtainJ/ψ signal with highpT .

3.2.2.3 Electron identification cuts

J/ψ is reconstructed via its di-electron decay channel. In order to select electrons and reject

hadrons information from the TPC, TOF and BEMC detectors is used. Electron identification

(eID) cuts are applied using that information.

For whole momentum rangenσe variable which is based ondE/dx 5 from TPC is used to

select electrons.nσe describes a probability that a given track is an electron andis defined as:

nσe =
log[(dE/dx)/(dE/dx |Bichsel)]

σe
(3.2)

dE/dx is a measured ionization energy loss in the TPC,dE/dx |Bichsel is an expected value

of dE/dx from the Bichsel function [77] andσe is the resolution of thedE/dx. Figure 3.9

shows adE/dx distribution as a function of rigidity (p ∗ q) for tracks that passed the track

quality and acceptance cuts, which are listed in Tab. 3.2. The figure also shows theoretical

predictions of the Bichsel functions for different particle species. One can see that there is a lot

of hadrons, especially pions in the sample.−1 ≤ nσe ≤ 2 cut selects electrons very efficiently

and rejects a lot of pions in whole momentum range and other hadrons forp & 1.4 GeV/c. The

nσe cut is asymmetric because the pion expecteddE/dx range is below the electron expected

dE/dx range, and due to the relativistic rise at higherpT the pion band gets closer to the electron

band. Figure 3.10 shows thedE/dx distribution after the TOF (p < 1.4 GeV/c) and the BEMC

(p ≥ 1.4 GeV/c) eID cuts, and thedE/dx distribution for particles identified as electrons (after

all eID cuts) is shown in Fig. 3.15.

Forp . 1.4 GeV/c there are regions where proton and Kaon bands overlap with the electron

band. In that momentum range protons and Kaons cannot be rejected efficiently with the TPC

alone without a significant loss of electrons at the same time. The TOF detector (72% of full

5Particle ionization energy loss in the TPC gas per unit of length.
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Figure 3.9:dE/dx distribution as a function

of rigidity (p∗q) for particles that passed track

quality and acceptance cuts.
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Figure 3.10:dE/dx distribution as a function

of rigidity (p ∗ q) for particles that passed the

TOF (p < 1.4 GeV/c) and the BEMC (p ≥
1.4 GeV/c) eID cuts.

TOF was installed in 2009) allows to apply cut on theβ6 variable. Since electrons are faster

(1/β ∼ 1) than hadrons,|1/β − 1| ≤ 0.03 cut rejects hadrons (mostly protons and kaons)

at lower momenta very well. The cut corresponds to 2σ of the TOF resolution and is used at

p < 1.4 GeV/c. In order to assure that a given track from the TPC is properlymatched to

the TOF, cut on theyLocal7 variable is applied:|yLocal| ≤ 2 cm. Figure 3.11 shows the1/β

distribution after the track quality and acceptance cuts (the|yLocal| ≤ 2 cm cut was also applied

when matching a track to the TOF). Figure 3.12 shows the1/β distributions after the TPC and

BEMC eID cuts. The horizontal lines represent a range of the1/β cut. The1/β distribution for

particles identified as electrons (after all eID cuts) in shown in Fig.3.16 .

For higher momenta,p ≥ 1.4 GeV/c, the information about energy deposited in BEMC

towers is used to reject hadrons. For electrons it is expected thatE/p ∼ 1, whereE is total

energy deposited in the BEMC, andp is a track momentum. And thusE/p ≥ 0.5 c cut is

used to select electrons and reject hadrons. The cut is loosesince taken energy is from a single

BEMC tower (∆η ×∆φ = 0.05 × 0.05) that a given track projects to, and only fraction of the

electron energy might be deposited in that tower (energy deposited by the electron can spread

to surrounding towers). The cut ofE ≥ 0.1 GeV (E is energy deposited by a track in a BEMC

tower) removes the noise in a BEMC tower. When projecting a TPC track to the BEMC the

nearest BEMC tower is taken. Therefore, there is no need to apply an additional cut, on a

6β = v/c = pathLength/T imeOfF light/c
7yLocal is they coordinate of a hit local position in the TOF
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Figure 3.11:1/β distribution as a function of

momentum for particles that passed the track

quality and acceptance cuts.
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Figure 3.12:1/β distribution as a function of

momentum for particles that passed the TPC

and BEMC (p ≥ 1.4 GeV/c) eID cuts. The

horizontal lines represent the range of the1/β

cut.

distance between a track and the matched BEMC tower. The distance, in theη − φ plane,

between the track projected from the TPC and the center of a tower that the track projects to is

alwaysR(η − φ) ≤ 0.035.

The SMD is not used in this analysis. We checked that a cut on a number of SMD hits

almost do not improve a significance andS/B ratio of observed J/ψ signal, but cause decrease

of a number of observedJ/ψ’s.

Figure 3.13 shows theE/p distribution after the track quality and acceptance cuts (theE ≥
0.1 GeV cut is also applied). TheE/p distribution after the TPC eID cuts is shown in Fig. 3.14.

The vertical line represents the value of theE/p cut.

Below are listed electron identification cuts, and cuts assuring that a track matches to a given

detector:

• −1 < nσe < 2

• |1/β − 1| ≤ 0.03 for p < 1.4 GeV/c

• |yLocal| ≤ 2 cm forp < 1.4 GeV/c

• E/p ≥ 0.5 c (E - energy in a single BEMC tower) forp ≥ 1.4 GeV/c

• E ≥ 0.1 GeV forp ≥ 1.4 GeV/c
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Figure 3.13: E/p distribution for particles

that passed track quality and acceptance cuts.

The distribution is forp ≥ 1.4 GeV/c, where

theE/p cut is used.
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Figure 3.14: E/p distribution for particles

that passed the TPC eID cuts. The vertical

line represents a lower value of theE/p cut.

The distribution is forp ≥ 1.4 GeV/c, where

theE/p cut is used.
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Figure 3.15: dE/dx distribution as a func-

tion of rigidity (p ∗ q) for particles identified

as electrons (after all eID cuts, the TOF cuts

for p < 1.4 GeV/c and the BEMC cuts for

p ≥ 1.4 GeV/c).
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Figure 3.16: 1/β distribution as a function

of momentum for particles identified as elec-

trons (after all eID cuts, the TOF cuts forp <

1.4 GeV/c and the BEMC cuts forp ≥ 1.4

GeV/c).
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3.2.3 Summary

In summary, the applied cuts on events and track are gatheredin Tab. 3.2:

Id Cut Comment

1 triggerId = 240570

2 ¬(|Vx| < 10−4 ∧ |Vy| < 10−4 ∧
|Vz| < 10−4) cm

event cuts

3 |Vz| ≤ 65 cm

4 0 ≤ flag < 1000

5 nFitP ts ≥ 15

6 nFitP ts/nF itP tsMax ≥ 0.52 track quality and acceptance cuts

7 DCA ≤ 2 cm

8 |η| ≤ 1

9 pT ≥ 0.4 GeV/c

10 at least one electron in an event that

fired the HT trigger

the trigger condition:11 < dsmAdc ≤
18

11 pT ≥ 2.5 GeV/c for an electron that fired the trigger

12 −1 < nσe < 2 eID cut

13 |1/β − 1| ≤ 0.03 eID cut, forp < 1.4 GeV/c

14 E/p ≥ 0.5 c eID cut, forp ≥ 1.4 GeV/c, E - energy in

a single BEMC tower

15 |yLocal| ≤ 2 cm TOF matching, forp < 1.4 GeV/c

16 E ≥ 0.1 GeV BEMC noise removal, forp ≥ 1.4 GeV/c

Table 3.2: All cuts used in the analysis.
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3.3 J/ψ signal andcosθ distributions

J/ψ signal is extracted using a statistical method. All electrons and positrons in an event are

paired with each other and invariant mass (mee), pT , rapidity (y) andcosθ of e+e− pairs are

calculated. A combinatorial background (random, uncorrelatede+e− pairs) is calculated using

the like-sign technique - the background is a sum of alle+e+ ande−e− (Ne+e+ +Ne−e−) in an

event. The J/ψ signal is obtained by subtracting the invariant mass distribution of the combina-

torial background from the invariant mass distribution forall e+e− pairs. J/ψ’s are identified

as electron/positron pairs with the invariant mass range of2.9− 3.3 GeV/c2. It is also required

that a least one of electrons from ae+e− pair fired theHT trigger.

Figure 3.17 showspT andy distributions for alle+e− pairs and Fig.3.18 showspT andy

distributions for the J/ψ signal after the background subtraction (2.9 < mee < 3.3 GeV/c2). The

J/ψ y is between -1 and 1 and most ofJ/ψ’s havepT between 2 and 6 GeV/c.
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Figure 3.17: Left plot showspT and and right plot shows y distribution of unlike-sign pairsin

black (solid line) and like-sign pairs that represent the combinatorial background in red (dashed

line) for 2.9 < mee < 3.3 GeV/c2.

3.3.1 J/ψ invariant mass distributions

Left plot in Fig. 3.19 shows an invariant mass distribution of electron/positron pairs with the

combinatorial background, 2< pT < 6 GeV/c and|y| < 1. The distribution after the combi-

natorial background subtraction is shown on a right plot in Fig. 3.19, the red line is J/ψ signal

from a MC simulation which is discussed in section 3.4.1. Number of J/ψ (NJ/ψ), signal to
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Figure 3.18: Left plots showspT and and right plot shows y distribution for J/ψ signal after the

combinatorial background subtraction (2.9 < mee < 3.3 GeV/c2).

background ratio (S/B) and the signal significance (sig) 8 in thispT range are:

• NJ/ψ = 791± 30

• S/B = 14.7, S - signal, B - background

• sig = 26.4σ

The significance of a signal is defined as a ratio of the signal to the statistical uncertainty of the

signal:

sig =
S

δS
=

S√
S + 2B

(3.3)

Since the polarization parameterλθ can be J/ψ pT dependent, the obtained J/ψ signal is

divided into three J/ψ pT bins with comparable number of entries: 2< pT < 3 GeV/c, 3

< pT < 4 GeV/c and 4< pT < 6 GeV/c. The invariant mass distributions for thatpT bins are

shown in Fig. 3.20, 3.21, 3.22. The distributions are for thefull cosθ coverage,−1 < cosθ < 1.

Number of J/ψ (NJ/ψ), signal to background ratio (S/B) and the signal significance (sig)

in thatpT ranges are:

• 2< pT < 3 GeV/c:

– NJ/ψ = 283± 18

– S/B = 14.2

8see appendix B
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(a) Unlike and like-sign pairs.
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Figure 3.19: Invariant mass distributions of electron/positron pairs for 2< pT < 6 GeV/c and

|y| < 1. Plot (a) shows unlike-sign pairs in black (filled circles) and like-sign pairs that represent

a combinatorial background in red (open circles). J/ψ signal to background ratio is∼15 and

the signal significance is∼26σ. Plot (b) shows J/ψ signal after the combinatorial background

subtraction (blue filled circles), the red line is a MC simulation. Number of J/ψ in the mass

range 2.9< me+e− < 3.3 GeV/c2 is∼790.

– sig = 15.7σ

• 3< pT < 4 GeV/c:

– NJ/ψ = 272± 18

– S/B = 13.6

– sig = 15.4σ

• 4< pT < 6 GeV/c:

– NJ/ψ = 236± 16

– S/B = 16.9

– sig = 14.5σ
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(a) Unlike and like-sign pairs.
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Figure 3.20: Invariant mass distributions of electron/positron pairs for 2< pT < 3 GeV/c and

|y| < 1. Plot (a) shows unlike-sign pairs in black (filled circles) and like-sign pairs that represent

a combinatorial background in red (open circles). J/ψ signal to background ratio is∼14 and

the signal significance is∼16σ. Plot (b) shows J/ψ signal after the combinatorial background

subtraction (blue filled circles), the red line is a MC simulation. Number of J/ψ in the mass

range 2.9< me+e− < 3.3 GeV/c2 is∼280.
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(a) Unlike and like-sign pairs.
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Figure 3.21: Invariant mass distributions of electron/positron pairs for 3< pT < 4 GeV/c and

|y| < 1. Plot (a) shows unlike-sign pairs in black (filled circles) and like-sign pairs that represent

a combinatorial background in red (open circles). J/ψ signal to background ratio is∼14 and

the signal significance is∼15σ. Plot (b) shows J/ψ signal after the combinatorial background

subtraction (blue filled circles), the red line is a MC simulation. Number of J/ψ in the mass

range 2.9< me+e− < 3.3 GeV/c2 is∼270.
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(a) Unlike and like-sign pairs.
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Figure 3.22: Invariant mass distributions of electron/positron pairs for 4< pT < 6 GeV/c and

|y| < 1. Plot (a) shows unlike-sign pairs in black (filled circles) and like-sign pairs that represent

a combinatorial background in red (open circles). J/ψ signal to background ratio is∼17 and

the signal significance is∼15σ. Plot (b) shows J/ψ signal after the combinatorial background

subtraction (blue filled circles), the red line is a MC simulation. Number of J/ψ in the mass

range 2.9< me+e− < 3.3 GeV/c2 is∼240.

3.3.2 Uncorrectedcosθ distributions

The polar angleθ is the angle between the positron momentum vector in the J/ψ rest frame and

the J/ψ momentum vector in the laboratory frame.cosθ distributions, in each analysed J/ψ pT

bin are obtained by counting number of J/ψ (Ne+e− - (Ne+e+ + Ne−e−) with 2.9 < mee < 3.3

GeV/c2) in eachcosθ and J/ψ pT bin. 10 bins incosθ are used. An example of the invariant

mass distributions in one ofcosθ bins (0.8< cosθ < 1) and 2< pT < 3 GeV/c is shown in Fig.

3.23.

Figure 3.24 shows uncorrectedcosθ distributions fore+e− pairs before the background

subtraction (black full circles) andcosθ distributions for the like-sign background (red open

circles), in analysedpT bins. Figure 3.25 showscosθ distributions after the background sub-

traction.
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Figure 3.23: Invariant mass distributions of electron/positron pairs for 0.8< cosθ < 1, 2<

pT < 3 GeV/c and|y| < 1. Plot (a) shows unlike-sign pairs in black (filled circles)and like-sign

pairs that represent a combinatorial background in red (open circles). J/ψ signal to background

ratio is∼9 and the signal significance is∼8 σ. Plot (b) shows J/ψ signal after the combinatorial

background subtraction (blue filled circles), the red line is a MC simulation. Number of J/ψ in

the mass range 2.9< me+e− < 3.3 GeV/c2 is ∼75.
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Figure 3.24:cosθ distributions fore+e− pairs before the background subtraction in black (full

circles) and for the like-sign background in red (open circles), for each analysedpT bin.
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Figure 3.25: Uncorrectedcosθ distributions after the combinatorial background subtraction, for

each analysedpT bin.

3.4 Efficiencies

Raw J/ψ distributions are corrected for the STAR detector acceptance, the tracks reconstruction

efficiency, the electron identification efficiency and the efficiency of the High Tower trigger. All

used in the data analysis cuts are taken into account. For that a Monte Carlo simulation is used,

which is described in the following section 3.4.1.

3.4.1 J/ψ Monte Carlo simulation

We use Monte Carlo (MC) simulations to estimate the efficiency. This total efficiency contains

detector acceptance, efficiencies of used track quality cuts and electron identification cuts and

HT trigger efficiency. TheMC J/ψ’s are embedded into real events and the detector response

is simulated. The procedure is calledembedding.

In used embedding 3 Monte Carlo J/ψ (per event) were embedded into real events. In the
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simulation, J/ψ decays only into one channel,e+e−. MC vertex distribution is taken from

the real data. In order to save computing time, the input J/ψ pT and rapidity distributions

are simulated flat.pT is simulated from 0 to 20 GeV/c and |y| < 1.5. Also, there is no J/ψ

polarization in the embedding, the inputcosθ distribution is flat.

The detector response is simulated using the GEANT software[76]. Then the TPC response

for the simulatedMC tracks is applied and the tracks are embedded into real events, in order to

get the same environment as in the real data analysis. Next, the tracks are reconstructed in the

TPC and associated with theMC tracks. At this point the TPC information for the electrons

from the J/ψ decay can be used in the same way as it is done in the real data analysis.

After the TPC embedding, the BEMC embedding is done. The BEMCresponse is simulated

with the same calibration tables that were used for the real data. And the response is superim-

posed with the real BEMC data. The simulated BEMC hits are embedded for towers which had

a good status during the data taking. Finally, the simulatedparticles have to be associated with

the BEMC hits.

Basic distributions for electrons, from J/ψ decay, from embedding were compared with dis-

tributions for electrons from the data, and reasonable agreement was found. Small differences

between the simulation and data are taken into account in systematic uncertainties estimation.

3.4.1.1 Input J/ψ pT and rapidity weighting

J/ψ’s are embedded into real events with uniformpT and rapidity distributions. Then, thepT

andy distributions are weighted according to experimental shapes.

ThepT weight is found by fitting function from Eq. 3.4 to PHENIX (2006 data [29]) and

STAR (2009 high-pT preliminary result [57]) J/ψ pT spectrum. The spectrum with the fitted

function is shown in Fig. 3.26.

f(pT ) = A(1 + (
pT
B

)2)−6 (3.4)

Obtained values of the fitting parameters, in thepT range from 0 to 10 GeV/c, are:

• A = 4.23± 4.23

• B = 4.10± 0.13

So, thepT weight is:

wJ/ψpT
= 4.32(1 + (

pT
4.10

)2)−6 × pT (3.5)
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Figure 3.27: J/ψ rapidity distribution with the

Gaussian function (Eq. 3.6) fitted.

To estimate the weight fory distribution, data from the PHENIX experiment [29] are used.

Figure 3.27 shows they distribution with the Gaussian function fitted to the data:

exp(−0.5y2

A2
) (3.6)

Obtained value of the fitting parameter is:A = 1.42± 0.04. So, the rapidity weight is:

wJ/ψy = exp(− 0.5y2

1.4162
) (3.7)

A total input weight,wJ/ψinput, is a product of thepT weight the andy weight:

w
J/ψ
input = wJ/ψpT

× wJ/ψy (3.8)

3.4.1.2 Cuts and weighting

The same procedure is applied in the embedding analysis as inthe data analysis. The same cuts

as those used in the data analysis, listed in the table 3.2, are used. Track quality, acceptance

and the BEMC cuts as well as the HT trigger conditions are directly applied in the embedding

analysis code. Matching to the BEMC is done in the same way as in the data analysis, i.e. a

reconstructed TPC track is projected to the BEMC and a tower that the track projects to is taken.

SincedE/dx nσe and TOF conditions are not well simulated in the embedding, efficiencies of

thenσe cut and the TOF cuts, for single electrons, are calculated from the data. The TPC eID

(nσe cut) efficiency is obtained as a function of momentum. The TOFmatching efficiency, with

the efficiency of the1/ β cut, is used as a function ofη. This efficiencies are applied in the

embedding code as a weight -weeID, as it is discussed in Sec. 3.4.3.

The final weight consist of bothweeID andwJ/ψinput: w
J/ψ
eID × w

J/ψ
input.
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3.4.1.3 J/ψ signal

The invariant mass distribution of the J/ψ signal obtained from the embedding (so called the

J/ψ lineshape) is shown in Fig. 3.28a, along with the J/ψ signal from the data, for 2< pT < 6

GeV/c. The J/ψ lineshape is obtained after applying all analysis cuts and weights.
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Figure 3.28: TheJ/ψ signal after the combinatorial background subtraction (blue filled circles)

with the J/ψ signal from the embedding (red line). Plot (a) shows the embedding lineshape with-

out applying additional smearing on the embedding momentum. Plot (b) shows the embedding

lineshape with the additionalpT smearing of 0.71%pT .

The J/ψ signal from the simulation is narrower than the J/ψ signal obtained from the data.

Observed in the experiment width of the J/ψ signal depends on the detector resolution. The

smaller width of the J/ψ signal in the embedding from the width of the signal in the data suggests

that the TPC resolution is underestimated in the embedding.Figure 3.29 shows apT resolution

from the embedding. The resolution is calculated as:

δpT
pMC
T

=
pMC
T − pRCT
pMC
T

(3.9)

wherepMC
T is Monte Carlo transverse momentum andpRCT is reconstructedpT . Figure 3.29b

shows the width of Gaussian functions fitted to the distribution of thepT resolution in small

pMC
T intervals.

In order to better represent the detector conditions in the simulation, an additional Gaussian

component is added to thepT resolution from the embedding (additionalpT smearing). The

Gaussian parameters are:

• mean:µ = 0
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Figure 3.29: ThepT resolution from the embedding. Plot (b) shows the width of Gaussian

functions fitted to the distribution of thepT resolution in smallpMC
T intervals.

• width: σA = A× pT

whereA is a smearing parameter.

To find the best value of the smearing parameter, aχ2 minimization is done. J/ψ signal from

the simulation with the additional smearing ofpT is compared to the J/ψ signal from the data

andχ2 value is determined, for each value of the smearing parameter A from 0 to 1%pT with

a step of 0.01%pT . A 6th order polynomial is fitted to a distribution ofχ2 as a function ofA.

The best value ofA is whereχ2 distribution reaches a minimum. An error on the smearing

parameter is determined as a range ofA where∆χ2 around the minimumχ2 is equal to 1. The

J/ψ signal from the data and the embedding are compared for 2< J/ψ pT < 6 GeV/c, the whole

pT range used in the analysis. Theχ2 distribution as a function ofA is shown in Fig. 3.30. The

smearing parameter forχ2
min: A = 0.71± 0.05 %. Vertical lines represent aχ2 range of∆χ2 =

1, used to estimate the error on the smearing parameter.

Theχ2 minimization was also done for narrower J/ψ pT bins used in the analysis: 2< pT <

3 GeV/c, 3< pT < 4 GeV/c and 4< pT < 6 GeV/c. Although, a small smearing parameter

dependence ofpT was observed, which could be due to statistical fluctuations, obtained values

of A agree with each other within the errors. In order to avoid fluctuation effects, one value of

the smearing parameter for the wholeJ/ψ pT range is applied in the embedding analysis.

The best value ofA is 0.71± 0.05 %, and the Gaussian parameters, used for additionalpT

smearing areµ = 0 andσA = 0.71± 0.05 %pT , wherepT is the Monte CarlopT . The J/ψ signal

with additional smearing of thepT of 0.71%pT is shown in Fig. 3.28b.

Efficiencies are calculated as a function of Monte Carlo variables, so they are not influenced
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Figure 3.30: Theχ2 distribution as a function ofA. Smearing forχ2
min: σA = 0.71± 0.05 %

pT . Vertical lines represent aχ2 range ofχ2
min ± 1 used to determine theA error.

by the additional smearing of thepT resolution. The additional smearing is done in order to

obtaincosθ distributions from the simulated J/ψ signal, which has to properly describe the J/ψ

signal from the data. This is a second method of determiningcosθ distributions and is included

in systematic uncertainties estimation (Sec. 5.1). The error on the smearing parameter is also

taken into account.

3.4.2 Single electron efficiencies from the data

In next sub-sections efficiencies for single electrons obtained from the data are discussed. Data

are used to calculate efficiencies of thenσe cut and the TOF cuts. This efficiencies are later

used for a total J/ψ efficiency calculation, as it is described in section 3.4.3.

Other cuts efficiencies are obtained directly forJ/ψ, using the MC simulation. It is dis-

cussed in Sec. 3.4.3. For a systematic uncertainties estimation, these efficiencies are also calcu-

lated for electrons from the J/ψ decay from the embedding and compared with those obtained

from the data, as it is shown in Sec. 5.

3.4.2.1 TPC electron identification efficiency

Electrons are identified in the TPC usingdE/dx information, the cut of−1 < nσe < 2 is

applied. The efficiency of thenσe cut (ǫnσe) is calculated as a ratio of a number of electrons

that passed thenσe (Nnσe) cut to the number of electrons in the TPC (NTPC), that passed track
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quality and acceptance cuts, as a function of momentum:

ǫnσe(p) =
Nnσe(p)

NTPC(p)
(3.10)

The σe distribution for electrons has the Gaussian shape. For small momentum intervals

the σe for hadrons can be approximated with the Gaussian as well. Sothe σe distributions

for all particles can be approximated with a sum of Gaussian functions, in small momentum

intervals. The Gaussian function for each particle specieshas different mean (µ) and width (σ).

For example, the Gaussian function for electrons is:

f(nσe) = Ae(nσe−µe)
2/2σe (3.11)

The σe distribution for electrons and hadrons, before theσe cut, is fitted with a sum of

Gaussian functions, as it is shown later in Fig. 3.33. Although for p < 1.4 GeV/c the TOF is

used to reject hadrons and for higher momenta the BEMC is used, there is still a lot of hadrons

in the sample which may influence a position of the Gaussian fitfor electrons. The fitting is

particularly difficult in momentum ranges where hadron bands cross or approach the electron

band. An independent fit forµe andσe for electrons is perform using an electron sample with

high purity. Then, this parameters are used in the sum of Gaussian functions fit, to improve the

fitting.

The high-purity electrons sample is obtained by selecting photonic electrons9, with the

invariant mass of a pair less than 0.1 GeV/c2. In addition, forp < 1.5 GeV/c the|1/β−1| ≤ 0.03

cut is applied and for momenta greater than 1.5 GeV/c theE/p ≥ 0.5 cut is used in order to

reject possible hadron contamination. Figure 3.31 shows the nσe distribution for 0.4< p < 1

GeV/c. The red distribution (full squares) is for particles from unlike-sign pairs and the blue

one (open squares) is for particles from like-sign pairs (the combinatorial background). The

black distribution (unlike-like, full circles) is a high purity electron sample which is obtained

by subtracting the like-sign distribution from the unlike-sign distribution. Thenσe distribution

for electrons (black distribution) is fitted with the Gaussian function (the green function), see

Eq. 3.11, without any constraints applied on the fit. Obtained values of the Gaussian mean and

width, for momentum range 0.4< p < 1 GeV/c, are:µe = -0.103± 0.009 andσe = 0.852±
0.007. An efficiency of the−1 < nσe < 2 cut is 84.7± 0.8 %.

The same procedure is applied to other momentum bins and Fig.3.32 shows distributions of

mean and width of the Gaussian fits for electrons as a functionof p. In order to avoid fluctuations

9from photon conversion in the detector material and Dalitz decay ofπ0 andη mesons
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Figure 3.31:nσe distribution for photonic electrons, for 0.4< p < 1 GeV/c. The black dis-

tribution is a high purity electron sample (the unlike-signdistribution after the like-sign distri-

bution subtraction) with the Gaussian function fitted. Obtained values of the Gaussian mean

and width are:µe = -0.103± 0.009 andσe = 0.852± 0.007, respectively. An efficiency of the

−1 < nσe < 2 cut, in shown momentum bin, is 84.7± 0.8 %.

effects, constant functions are fitted toµe andσe points. 1σ uncertainty on the mean is obtained

by moving theµe points up and down by their 1σ uncertainty and fitting a constant function.

In the same way 1σ uncertainty on the width for electrons is obtained. In the ideal case theµe

should be 0 andσe should be 1. But due todE/dx calibration effects the realµe andσe could

vary from the theoretical values. Obtained values ofµe andσe are:

• µe = -0.029± 0.022

• σe = 0.839± 0.015

In principle, the efficiency of thenσe cut can be calculated using the photonic electrons. But

due to a small sample which is mostly up to 4.5 GeV/c only, the efficiency is calculated using

inclusive electrons (without the invariant mass cut), withconstraints on the Gaussian mean and

width obtained from the photonic electrons sample analysis. The efficiency obtained from the

photonic electrons sample is shown in Fig. 3.34 and agrees, within the errors, with the final

efficiency obtained using the inclusive electrons sample. The efficiency is calculated using the

Eq. 3.12.

The obtained constraints for the Gaussian fit for electrons can be adopted to the analysis of

inclusive electrons. For that analysis 3σ ranges around the central values obtained for the mean
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Figure 3.32: Distributions of the mean (red full squares) and width (blue filled circles) of the

Gaussian fits tonσe distributions for photonic electrons as a function of momentum. The mean

and width obtained from a constant fit are:µe = -0.029± 0.022 andσe = 0.839± 0.015, respec-

tively. Dashed lines represent 1σ uncertainty ranges and dotted lines represent 3σ uncertainty

ranges, for mean and width.

and width from the photonic electrons analysis (dotted lines in Fig. 3.32) are used as limits on

the mean and width of the Gaussian fit for electrons. Fits for hadrons are also guided, using the

Bischel function predictions. To get a purer electron sample, the TOF and BEMC eID cuts from

the data analysis are applied, see table 3.2.

Fig. 3.33 showsnσe distribution for inclusive electrons sample with the sum ofGaussian

functions fitted. The left plot is for 0.4< p < 0.6 GeV/c and the right plot is for 3.6< p <

3.8 GeV/c. The red Gaussian is for electrons, the blue line is for pionsand the green one is

for protons, KaonsdE/dx merges with other hadrons. Solid black line is the sum of Gaussian

functions and the shaded area are electron candidates afterapplying all electron identification

cuts. The same multi-Gaussian fitting is done for other momentum ranges and the corresponding

distributions are shown in appendix A.2. Thenσe cut efficiency is obtained from the Gaussian

fit for the electrons (f(nσe)) as a fraction of electrons satisfying−1 < nσe < 2 cut:

ǫnσe(p) =

∫ 2

−1
f(nσe)∫ 10

−10
f(nσe)

(3.12)

Thenσe cut efficiency as a function of momentum is shown in Fig. 3.34 as blue full circles.

The plot also shows the efficiency obtained using the photonic electrons (red full squares), as

76



3.4. EFFICIENCIES

 electronσdE/dx n
-10 -8 -6 -4 -2 0 2 4 6 8 10

C
ou

nt
s

1

10

210

310

410

e
π
p

electrons
Accepted

0.4 < p < 0.6 GeV/c
e width: 0.859+/-0.003
e mean: -0.094+/-0.000
eID efficiency: 
84.69 +/- 0.57%

(a) 0.4< p < 0.6 GeV/c

 electronσdE/dx n
-10 -8 -6 -4 -2 0 2 4 6 8 10

C
ou

nt
s

1

10

210

310

e
π
p

electrons
Accepted

3.6 < p < 3.8 GeV/c
e width: 0.895+/-0.002
e mean: -0.094+/-0.008
eID efficiency: 
83.48 +/- 0.84%

(b) 3.6< p < 3.8 GeV/c

Figure 3.33:nσe distribution in black with the sum of three Gaussian functions fitted. The red

line is for electrons, the blue one is for pions and the green line is for protons, kaonsdE/dx

merges with other hadrons. The shaded area are electrons after all electron identification cuts.

The−1 < nσe < 2 cut efficiency is calculated using Eq. 3.12. The left plot is for 0.4< p <

0.6 GeV/c and the right one is for 3.6< p < 3.8 GeV/c.

a cross-check. The two efficiencies agree with each other within the errors. The uncertainty

on the efficiency is determined from the error on the integralwhich is used in the efficiency

calculation (Eq. 3.12), taking into account correlations between the fitting parameters.

The blue band is the uncertainty of the efficiency, which is determined by changing the

constraints on the Gaussian fit for electrons. The procedureis described in Sec. 5.6.

3.4.2.2 TOF matching and electron identification efficiency

For p < 1.4 GeV/c electrons are identified using information from the TOF detector, with the

|1/β − 1| ≤ 0.03 cut which does not depend on electron momentum.

In order to ensure that tracks from the TPC, that were detected in the TOF detector, are

correctly matched to the TOF, an additional cut of|yLocal| ≤ 2 cm is used. In 2009 there was

72% of the full TOF installed and due to a different number of TOF trays installed on the West

and East sites of the TPC, the matching to the TOF is stronglyη dependent. There is almost

no pT dependence, as it is shown in the next section. Therefore, the matching efficiency to the

TOF is used as a function ofη, ǫTOFmatching(η).

A total TOF efficiency is a product of the matching efficiency to the TOF and the efficiency

of the1/β cut:

ǫTOF (η) = ǫTOFmatching(η)× ǫβ (3.13)
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Figure 3.34:−1 < nσe < 2 cut efficiency as a function of momentum (blue full circle) with

the uncertainty band (blued shaded area). The efficiency obtained using the photonic electrons

is shown as red full squares.

TOF matching efficiency

The TOF matching efficiency for electrons is defined as a number of electrons that match the

TOF and pass the|yLocal| ≤ 2 cm cut (N e
TOF&yLocal

) divided by a number of electrons in the

TPC (N e
TPC), that pass the track quality and acceptance cuts:

ǫTOFmatching =
N e
TOF&yLocal

N e
TPC

(3.14)

The TOF matching efficiency cannot be studied from the analyzed HT triggered data since

the denominator in Eq. 3.14 would contain tracks from a pile-up, which are seen in the TPC.

In the main analysis, the pile-up is removed by matching tracks to the TOF, which is a fast

detector. Here, because the TOF matching efficiency is studied itself, this method of removing

the pile-up cannot be used. Because of that, data with low luminosity (pp2ppdata), that are

almost without the pile-up, are used.

At lower momenta, where the TOF is used, it is not possible to obtain a pure electron sample,

with a reasonable good statistics, using the TPC cuts alone.At the lower momentum range, the

dE/dx bands for hadrons overlap with the electron band, andnσ cuts that can reject hadrons

would remove a lot of electrons at the same time. So the matching to the TOF is calculated

using a hadron sample and then scaled. Matching efficienciesfor electrons and hadrons are

calculated as a function of transverse momentum, as is show Fig. 3.35, the matching efficiency

for electrons in red (full circles) and for hadrons in blue (open circles).
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Figure 3.36: Ratio of the electron to hadron

TOF matching efficiency with a constant

function fitted forpT > 1.8 GeV/c. The scale

parameter is 1.051± 0.017.

At pT . 1.8 GeV/c, a purity of the electron sample is low. So a scale parameter is determined

at transverse momenta greater than 1.8 GeV/c, at this higherpT range it is much easier to get a

pure electron sample usingdE/dx cuts only. The scale parameter is obtained by dividing the

matching efficiency for electrons by the matching efficiencyfor hadrons, as a function ofpT ,

for pT > 1.8 GeV/c. The ratio of the electron to hadron matching efficiency is show in Fig.

3.36. The scale parameter is obtained by fitting a constant function to the ratio, forpT > 1.8

GeV/c, and a one value of the parameter is obtained: 1.051± 0.017.

Using the obtained scale parameter, the matching efficiencyfor electrons can be calculated

from the hadron efficiency. Described below matching efficiencies for electrons are hadron

efficiencies scaled by 1.051.

The matching efficiency for electrons (with the|yLocal| ≤ 2 cm cut) as a function ofpT for

differentη ranges and for full azimuthal angle (-180◦≤ φ ≤ 180◦) is shown in Fig. 3.37. The

vertical line represents thepT cut in the data analysis. Shown errors are statistical (calculated

using the Binomial distribution [78]) and from the scale parameter uncertainty. The efficiency

almost does not depend onpT for all η bins, but is stronglyη dependent.

Figure 3.38 shows the matching efficiency as a function ofη for 0.4≤ pT < 1.4 GeV/c

and -180◦≤ φ ≤ 180◦. Errors combine statistical and scale parameter uncertainties. In further

analysis the TOF matching efficiency is applied as a functionof η.

The number of installed TOF trays also depends onφ. The matching efficiency as a function
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Figure 3.37: TOF matching efficiency for electrons, with the|yLocal| ≤ 2 cm cut, as a function

of pT for differentη ranges and -180◦≤ φ ≤ 180◦. The vertical line represents thepT cut in the

data analysis. Almost nopT dependence is observed.
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Figure 3.38: TOF matching efficiency for electrons, with the|yLocal| ≤ 2 cm cut, as a function

of η for 0.4≤ pT < 1.4 GeV/c and -180◦≤ φ ≤ 180◦. Difference inη < 0 andη > 0 is due to

different number of installed TOF trays.
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Figure 3.39: TOF matching efficiency for electrons, with the|yLocal| ≤ 2 cm cut, as a function

of φ for -1< η < -0.4 and 0.4≤ pT < 1.4 GeV/c. Plot 3.39a is for electrons and plot 3.39b is

for positrons.

of φ for 0.4≤ pT < 1.4 GeV/c is shown in Fig. 3.39 and 3.40 for two TPC sites. Figure 3.39

shows the efficiency for -1< η < -0.4 and Fig. 3.40 shows the efficiency for 0.4< η < 1. Left

plots are for electrons and right plots are for positrons. Gaps in the distributions are due to the

missing TOF trays.
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Figure 3.40: TOF matching efficiency for electrons, with the|yLocal| ≤ 2 cm cut, as a function

of φ for 0.4< η < 1 and 0.4≤ pT < 1.4 GeV/c. Plot 3.40a is for electrons and plot 3.40b is for

positrons.

The distributions can be divided in three bins with significantly different efficiency inφ:

-180◦≤ φ < -123◦, -123◦≤ φ < -63◦and -63◦≤ φ ≤ 180 ◦. Figure 3.41 show the matching

efficiency as a function ofη for that threeφ bins. Applying the efficiency in threeφ bins instead

of the efficiency integrated over theφ has small influence on the final polarization result and is
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included in systematic uncertainties.
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Figure 3.41: TOF matching efficiency for electrons, with the|yLocal| ≤ 2 cm cut, as a function

of η for 0.4≤ pT < 1.4 GeV/c and threeφ bins: -180◦≤ φ < -123◦(in black) , -123◦≤ φ <

-63◦(in red) and -63◦≤ φ ≤ 180◦(in blue).

1/ β cut efficiency

The efficiency of the|1/β − 1| ≤ 0.03 cut is calculated using an electron sample with a hight

purity. Th pure electron sample is obtained by selecting tracks with -0.2< nσe < 2 and

invariant mass of a pair of particles less than 15 MeV/c2. The invariant mass cut selects photonic

electrons, from photon conversion in the detector materialand Dalitz decay ofπ0 andη mesons,

where almost no hadron background is presented.

The1/ β cut efficiency is defined as a ratio of a number of electrons in the TOF that pass

the1/ β cut (N e
TOF&βCut) to a number of electrons in the TOF (N e

TOF ):

ǫβ =
N e
TOF&βCut

N e
TOF

(3.15)

Figure 3.42 show the1/β cut efficiency as a function of momentum. The momentum de-

pendent efficiency is calculated from the data, in small momentum intervals:

ǫβ(p) =

∫ 1.03

0.97
f(1/β, p)

∫ 1.10

0.90
f(1/β, p)

, (3.16)

where
∫ 1.03

0.97
f(1/β, p) is a number of electrons in a range where1/β cut is used and

∫ 1.10

0.90
f(1/β, p)

is a number of all electrons, for a small momentum interval.
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data in black for 0.4≤ p < 1.4 GeV/c with

the Gaussian fit in red. The cut efficiency1/ β

from the Gaussian fit is 97.3%. Vertical lines

represent the cut range.

There is a small momentum dependence. Due to a limited statistics, small deviations from

the linearity are most probably due to fluctuations. In orderto avoid an influence of the fluc-

tuations on the result, the1/β cut efficiency is obtained by fitting a constant function in the

momentum range 0.4≤ p < 1.4 GeV/c. The|1/β − 1| ≤ 0.03 cut efficiency obtained in that

way is:

ǫβ = 95.70± 0.26%. (3.17)

This value is used as the1/β cut efficiency in the total efficiency calculations.

The1/β distribution in the whole momentum range where the1/β cut is used (0.4≤ p <

1.4 GeV/c) is shown in Fig. 3.43 with the Gaussian fit. Vertical lines represent the range

of the cut. The1/β cut efficiency calculated in the momentum range 0.4≤ p < 1.4 GeV/c

from the Gaussian fit using formula 3.16 is:ǫβ = 97.24%, the uncertainty is negligibly small.

The difference between the efficiencies obtained using described two methods is included in

systematic uncertainties.

3.4.3 J/ψ efficiencies

J/ψ efficiencies as a function of J/ψ pMC
T andcosθ are calculated using the J/ψ embedding.cosθ

is calculated as an angle between the positronMC momentum vector in the J/ψ rest frame and

the J/ψ MC momentum vector in the laboratory frame.
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Track quality, acceptance, BEMC cuts and HT trigger conditions are directly applied in

the embedding analysis code. Matching to the BEMC is done in the same way as in the data

analysis. A reconstructed in the TPC track is projected to the BEMC and a tower that the track

projects to is considered.

TPC eID (nσe cut) efficiency as a function of momentum,ǫnσe , and the TOF efficiency as a

function ofη, ǫTOF , are applied in the embedding analysis as a weight -weeID. These efficiencies

are obtained from the data.

weeID(p, η) = ǫnσe(p)× ǫTOF (η) (3.18)

The ǫTOF includes the TOF matching efficiency,ǫTOFmatching, and the efficiency of the1/ β

cut,ǫβ :

ǫTOF (η) = ǫTOFmatching(η)× ǫβ (3.19)

The J/ψ eID weight (wJ/ψeID) is a product of the weights for electrons from the J/ψ decay:

w
J/ψ
eID = we

+

eID × we
−

eID (3.20)

The total J/ψ weight (wJ/ψ) applied on the final J/ψ distributions in the embedding analysis

is a product of the J/ψ eID weight (wJ/ψeID) and the input J/ψ weight (wJ/ψinput):

wJ/ψ = w
J/ψ
eID × w

J/ψ
input (3.21)

Weights for the inputpT and rapidity distributions,wJ/ψinput, are discussed in Sec. 3.4.1.1.

In order to match conditions from the data analysis, following cuts are applied, in addition

to the track quality and the electron identifications cuts, in the embedding analysis:|Vz| < 65

cm |yJ/ψ| < 1.

Tracking and acceptance efficiency

Figures 3.44 and 3.45 show the tracking efficiency (that includes a probability that MC track

is reconstructed in the TPC) and acceptance as a function ofcosθ and J/ψ pMC
T , respectively.

The efficiency is calculated as a ratio of a number of reconstructed J/ψ (NJ/ψ
RC ) to a number of

simulated J/ψ (NJ/ψ
MC ):

ǫ
J/ψ
RC =

N
J/ψ
RC

N
J/ψ
MC

(3.22)

Both electron and positron from the J/ψ decay have to passed the track quality and acceptance

cuts. Applied track quality and acceptance cuts are listed in table 3.2, cuts 4-10.
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Figure 3.44:J/ψ tracking and acceptance efficiency as a function ofcosθ in pT bins.
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Figure 3.45:J/ψ tracking and acceptance efficiency as a function ofpMC
T .

85



CHAPTER 3. DATA ANALYSIS

θcos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

eI
D

 e
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5  pT < 3 GeV/cψ2 < J/

(a) 2< pT < 3 GeV/c

θcos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

eI
D

 e
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5
 pT < 4 GeV/cψ3 < J/

(b) 3< pT < 4 GeV/c

θcos
-1 -0.8-0.6-0.4-0.2 0 0.2 0.4 0.6 0.8 1

eI
D

 e
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5
 pT < 6 GeV/cψ4 < J/

(c) 4< pT < 6 GeV/c

Figure 3.46:J/ψ di-electron identification efficiency as a function ofcosθ in pT bins.

Electron identification efficiency

Figures 3.46 and 3.47 show the electron identification efficiency as a function ofcosθ and J/ψ

pMC
T , respectively. Applied eID cuts on electrons from the J/ψ decay are listed in table 3.2, cuts

12-16. Thenσe cut efficiency and the TOF efficiencies are applied as weights. The electron

identification efficiency is determined by a number of J/ψ after the eID cuts (NJ/ψ
eID ) to a number

of reconstructed J/ψ (NJ/ψ
RC ), that pass track quality of acceptance cuts:

ǫ
J/ψ
eID =

N
J/ψ
eID

N
J/ψ
RC

(3.23)

Both electron and positron from the J/ψ decay have to passed the track quality and acceptance

cuts.

HT trigger efficiency

The HT trigger efficiency is calculated by applying the HT trigger condition to the embedding

analysis: dsmAdc in a BEMC tower has to be within11 < dsmAdc ≤ 18. In addition,

the electron that fired the trigger has to havepT ≥ 2.5 GeV/c. The HT trigger efficiency is
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Figure 3.47:J/ψ di-electron identification efficiency as a function ofpMC
T .

calculated as a number of J/ψ that satisfy the mentioned HT trigger requirements (N
J/ψ
HT ) to a

number of J/ψ that pass the eID cuts (NJ/ψ
eID ):

ǫ
J/ψ
HT =

N
J/ψ
HT

N
J/ψ
eID

(3.24)

It is required that at least one of electrons from the J/ψ decay fired the HT trigger. Figures

3.48 and 3.49 show the Hight Tower trigger efficiency as a function of cosθ and J/ψ pMC
T ,

respectively.

3.4.4 Total J/ψ efficiency

The total J/ψ efficiency, to be applied to uncorrectedcosθ distributions, is obtained from the

J/ψ embedding by applying cuts, or corresponding weights, thatare used in the data analysis.

The total efficiency is determined as a number of J/ψ that pass all cuts (NJ/ψ
final) to a number of

embedded Monte Carlo J/ψ (NJ/ψ
MC ).

ǫ
J/ψ
total =

N
J/ψ
final

N
J/ψ
MC

(3.25)

Distributions of the total J/ψ efficiency as a function ofcosθ, in three analysedpT bins, are

shown in Fig. 3.50. The total J/ψ efficiency as a function of J/ψ pMC
T is shown in Fig. 3.51.

The total correction includes the detector acceptance and tracking efficiency, dielectron

identification efficiency and the trigger efficiency. The most critical factor is the trigger ef-

ficiency. Due to the decay kinematics, the HT trigger requirements cause significant loss in

number of observed J/ψ at lowerpT , and the efficiency decreases with decreasing|cosθ|. It is

well visible in Fig. 3.50a, where we lose all entries atcosθ ∼ 0. With increasing J/ψ pT the
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Figure 3.48: Hight Tower trigger efficiency as a function ofcosθ in pT bins.
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Figure 3.49: Hight Tower trigger efficiency as a function ofpMC
T .
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trigger efficiency increases, but because the trigger has also the upper threshold (transverse en-

ergy deposited in the BEMC tower:ET ≤ 4.3 GeV) a drop of the total efficiency at| cosθ | ∼
1 is seen, see Fig. 3.50c.
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Figure 3.50: TotalJ/ψ efficiency as a function ofcosθ in pT bins.
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Polarization results

4.1 Correctedcosθ

The total J/ψ efficiencies as a function ofcosθ are used to correct the rawcosθ distributions from

the data, in the three analysedpT bins. Figure 4.1 shows the uncorrectedcosθ distributions in

eachpT bin (left plots) with corresponding distributions of the total efficiencies (right plots). In

total efficiency plots statistical and systematic uncertainties are shown. Blue squares represent

the systematic uncertainties. The systematic uncertainties include all sources of the efficiency

uncertainties which are discussed in Sec. 5 and are summarised in Tab. 5.12 (contributions 2

- 12). The rawcosθ distributions are corrected with the total efficiencies, without taking into

account the errors on the efficiency. The statistical errorsof the efficiencies are included in the

polarization systematic uncertainties (Sec. 5).

Correctedcosθ distributions are fitted with the function:

norm(1 + λθcos
2θ) (4.1)

wherenorm is a normalization factor andλθ is the polarization parameter. No constraints on

the fit parameters are applied.

Figure 4.2 shows correctedcosθ distributions with the function 4.1 fitted. Shown errors

represent statistical uncertainties from the data. The solid line represents the most likely fit.

The dashed band around this line is 1σ uncertainty on the fit. It takes into account uncertainties

on both fit parameters (norm andλθ) and correlations between them.
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Figure 4.1: Left plots show an uncorrectedcosθ distributions after the combinatorial back-

ground subtraction. Right plots show total corrections.
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Figure 4.2: Correctedcosθ distributions fitted with a function:norm(1 + λθcos
2θ) in each

analyzedpT bin, shown errors are statistical. Solid blue lines represent the most likely fits and

hatched blue bands represent 1σ uncertainty on the fits.

Obtained values of the polarization parameter for each J/ψ pT bin are:

• 2< pT < 3 GeV/c

– λθ = 0.15± 0.33 (stat.)

• 3< pT < 4 GeV/c

– λθ = -0.48± 0.16 (stat.)

• 4< pT < 6 GeV/c

– λθ = -0.62± 0.18 (stat.)

We observe that the polarization parameterλθ decrease with increasingpT . The trend is

towards the longitudinal J/ψ polarization in the helicity frame aspT increases.
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4.2. THE POLARIZATION PARAMETER

4.2 The polarization parameter

Figure 4.3 shows thepT dependent J/ψ polarization parameterλθ. Additionally, the PHENIX

mid-rapidity (|y| < 0.35) results (black filled circles [32]) are shown. The results are for the

inclusive J/ψ production, i.e. the sample includes directly produced J/ψ as well as the J/ψ from

the feed-down from the higher excited states,χC andψ′ (33± 5 % [16]) and from theB meson

feed-down (10-25% for 4< pT < 12 GeV/c [18]). The result is also compared with two model

predictions for theλθ at mid-rapidity:NLO+ Color Singlet Model (CSM) [27] and NRQCD

calculations with color octet contributions (COM) [47]. The prediction of theCOM for direct

J/ψ production, gray shaded area, goes towards the transverse J/ψ polarization aspT increases.

This trend is different from what is seen in the RHIC data. Green dashed lines represent a

range ofλθ for the direct J/ψ production from theNLO+ CSM prediction and an extrapolation

of λθ for the promptJ/ψ production (with the feed-down from the excited states but theB

feed-down is excluded) is shown as the hatched blue band [27]. This model predicts a weak

λθ pT dependence, and within the experimental and theoretical uncertainties the RHIC result is

consistent with theNLO+ CSM model prediction.
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Figure 4.3: The polarization parameterλθ as a function of J/ψ pT (red stars) for|y| < 1 in

p+p collisions at
√
s = 200 GeV. The result is compared with two model predictions:NLO+

Color Singlet Model (CSM) (green dashed lines represent a range ofλθ for the direct J/ψ and

hatched blue band is an extrapolation ofλθ for the promptJ/ψ) [27] and NRQCD calculations

with color octet contributions (COM) [47] (gray shaded area). For a comparison the PHENIX

result is shown as black filled circles [32].
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CHAPTER 4. POLARIZATION RESULTS

In order to obtainpT positions of the points, the Kaplan function [79] from Eq. 4.2 is fitted

to the correctedpT spectrum.

f(pT ) = A(1 + (
pT
B

)2)−6 (4.2)

The rawpT distribution is corrected with the total efficiency, takinginto account errors on the

total efficiency. Figure 4.4 shows the correctedpT spectrum obtained from the data in blue and

the dashed blue line represents the fitted function. Red triangles represent data points in three

pT bins that are used in the polarization analysis: 2< pT < 3 GeV/c, 3< pT < 4 GeV/c and

4 < pT < 6 GeV/c. In Fig. 4.4a the red points are placed in the center of a bin. In order to

obtain positions of the points for theλθ distribution, the red points are shifted so that they lie on

the fitted function, as it is show in Fig. 4.4b. Obtained values of pT position are: 2.48 GeV/c,

3.52 GeV/c and 4.74 GeV/c for 2< pT < 3 GeV/c, 3< pT < 4 GeV/c and 4< pT < 6 GeV/c,

respectively.
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(a) Points in the center of bins.
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Figure 4.4: Corrected J/ψ pT spectrum in blue with the function from Eq. 4.2 fitted (dashed

blue line), red triangles are data points for the threepT bins used in the polarization analysis.

In Fig. (a) the red points are in the center of a bins and in Fig.(b) x positions of the points are

shifted so that they lie on the fitted function.

In order to check a trend in the data, constant and linear functions are fitted to theλθ dis-

tribution shown in Fig. 4.3. The distribution with the fittedfunctions is shown in Fig. 4.5.

Errors contain statistical and systematic contributions.Fits are done taking the PHENIX data

points at lowerpT and atpT > 3 GeV/c the STAR data points are used. The points used in

the fit are marked in magenta. It is seen that the RHIC result goes towards the longitudinal J/ψ

polarization with increasingpT . The constant fit has a poorχ2/ndf of 10.32/4. The linear fit is

much better, it has a negative slope parameter of -0.17± 0.05 withχ2/ndf = 0.82/3.
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Figure 4.5: The polarization parameterλθ as a function of J/ψ pT . Red stars are the STAR data

points and black full circles are the PHENIX data points. Thegreen dashed line represents a

constant fit and the blue solid line is a linear fit to the magenta points.

Table 4.1 summarises theλθ values with their statistical and systematic errors, andpT po-

sitions (< pT >). Methods of systematic uncertainties estimation are discussed in the Chapter

5.

pT range (GeV/c) < pT > (GeV/c) λθ stat. error sys. error

2< pT < 3 2.48 0.145 ± 0.331 ± 0.350

3< pT < 4 3.52 -0.476 ± 0.158 ± 0.143

4< pT < 6 4.74 -0.617 ± 0.179 ± 0.076

Table 4.1: The polarization parameter.
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Chapter 5

Systematic uncertainties

5.1 cos θ from the MC simulation

cosθ distributions for the final result are obtained by summing upnumber ofJ/ψ’s from the

data, in each analysedpT andcosθ bin. Another method of determiningcosθ distributions is by

counting number ofJ/ψ’s using the J/ψ signal from the MC simulation (the lineshape). Since

thepT resolution in the simulation was found to be too small, it wasadditionally smeared with

Gaussian which parameters are:µ = 0 andσA = 0.71pT , see Sec. 3.4.1.3 for details. Figure 5.1

shows an example of the J/ψ signal with the additional momentum smearing for twocosθ and

pT bins.

In order to estimate a systematic uncertainty on the J/ψ polarization,cosθ distributions are

obtained by counting number ofJ/ψ’s using the embedding. The best value of the smearing

parameter was found to be 0.71± 0.05 %pT . And polarization parametersλθ are extracted

using the J/ψ lineshape with additionalpT smearing in a range 0.66% - 0.76%pT , which takes

into account the uncertainty on the smearing parameter. Thesystematic uncertainty is an aver-

age of differences between theλθ value obtained from the data andλθ values obtained using the

embedding, withpT smearing (0.66, 0.67, ..., 0.76)%pT . Figure 5.2 showscosθ distributions

obtained using the J/ψ signal from the embedding with the additionalpT smearing of 0.71%pT .

The systematic uncertainty on the J/ψ polarization is shown in a table 5.1.
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Figure 5.1:J/ψ signal after the combinatorial background subtraction (blue filled circles), the

red line is J/ψ signal from the embedding with the additionalpT smearing of 0.71%pT .
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Figure 5.2: Correctedcosθ distributions obtained from the MC simulation, with the additional

pT smearing of 0.71%pT , fitted with a function:norm(1 + λθcos
2θ) in each analyzedpT bin,

shown errors are statistical. Solid blue lines represent the most likely fits and hatched blue

bands represent 1σ uncertainty on fits.
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Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

1 polarization from the

simulated lineshape

0.270 0.135 0.003

Table 5.1: Systematic uncertainty from the polarization obtained from the simulated J/ψ line-

shape.

5.2 Weighting of input J/ψ pT and rapidity distributions in

the simulation

Since J/ψ input pT and rapidity distributions used in the embedding are flat, they have to be

weighted according to experimental shapes. ThepT andy weighting is described in section

3.4.1.1.

A systematic uncertainty from the weighting of thepT distribution is estimated using three

methods. The Kaplan function which is used for thepT weighting isf(pT ) = A(1 + (pT
B
)2)−6,

with parameters ofA = 4.23± 4.23 andB = 4.10± 0.13, obtained from the fit in apT range of

0-10 GeV/c.
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Figure 5.3:J/ψ pT spectrum withf(pT ) = A(1 + (pT
B
)2)−6 function fitted inpT ranges: (a)

from 2 to 10 GeV/c and (b) from 2 to 6 GeV/c.

First, values of theA andB parameters are varied by their 1σ uncertainties, and the polar-
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5.3. INPUT J/ψ POLARIZATION IN THE SIMULATION

ization parameter is recalculated. In next two methods, theA andB parameters are extracted

by fitting the Kaplan function in two differentpT ranges: from 2 to 10 GeV/c and from 2 to 6

GeV/c (theJ/ψ pT range used for this analysis), as it is shown in Fig. 5.3. Also, the parameters’

values are varied by their 1σ uncertainties, andλθ is extracted in each case.

The final systematic uncertainty from thepT weighting is an average of systematic errors

from described three methods.

In the analysis, the rapidity distribution is fitted with theGaussian function in order to obtain

the J/ψ y weight. But at mid-rapidity many functions describe the observed rapidity distribution

well. To estimate a systematic uncertainty from the weighting of the rapidity distribution, they

distribution is assumed to be uniform at mid-rapidity (|y| < 1).

Systematic uncertainties on the J/ψ polarization from weighting the inputpT and rapidity

distributions in the simulation are shown in a table 5.2.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

2 weighting of the input

J/ψ pT shape

0.018 0.007 0.019

3 weighting of the input

J/ψ y shape

0.043 0.002 0.014

Table 5.2: Systematic uncertainties from the weighting of input J/ψ pT distributions in the

simulation.

5.3 Input J/ψ polarization in the simulation

In the embedding, simulatedJ/ψ’s are unpolarized - inputcosθ is flat. The shape of the input

cosθ influences the acceptance and so the total J/ψ efficiency. In order to estimate the systematic

uncertainty, we consider two extreme cases. Fully transverse (λθ = 1) and fully longitudinal (λθ

= -1) input J/ψ polarization. Figure 5.4a shows the inputcosθ distribution for the transverse

case and Fig. 5.4b is for the longitudinal polarization.

The systematic uncertainty on the J/ψ polarization is estimated as an average of the uncer-
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Figure 5.4: Inputcosθ distribution from the simulation for fully transversely polarizedJ/ψ,

Fig. 5.4a and fully longitudinally polarizedJ/ψ, Fig.5.4b.

tainties obtained for the described two extreme cases of theinput J/ψ polarization, and is shown

in a table 5.3.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

4 input J/ψ polarization 0.184 0.018 0.013

Table 5.3: Systematic uncertainty from the input J/ψ polarization in the simulation.

5.4 Simulation uncertainties

In the main analysis, errors shown on the correctedcosθ distributions are statistical errors from

the data. When correctingcosθ distributions, it is assumed that there is no statistical uncertainty

from the simulation.

But the statistics in the embedding is limited, so the total efficiency has a statistical uncer-

tainty, which may influence theλθ fit. The influence of statistical uncertainties of the efficiency

on theλθ is included in the polarization systematic uncertainty. Itis done by propagating statisti-

cal uncertainties of the total efficiency to uncertainties of the correctedcosθ distributions, while

dividing raw cosθ distributions by the efficiency distributions. Then, thenorm(1 + λθcos
2θ)

function is fitted to the corrected distributions in order toextract the polarization parameter.
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Figure 5.5: ElectronsnFitP ts distributions from the embedding in red and the data in blue.

Figure (a) is for 2< pT < 3 GeV/c and Fig. (b) is for 3< pT < 4 GeV/c.

The J/ψ polarization systematic uncertainty is shown in a table 5.4.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

5 errors from the simula-

tion

0.077 0.028 0.004

Table 5.4: Systematic uncertainty from the simulation errors.

5.5 Tracking efficiency

To the tracking efficiency contribute efficiencies offlag, nFitP ts, nFitP ts/nF itP tsMax

andDCA cuts. The tracking efficiency is calculated from the simulation and it relies mostly on

a good simulation ofnFitP ts andDCA variables. Figure 5.5 shows thenFitP ts distribution

and Fig. 5.6 shows theDCA distribution, for twopT bins for the embedding in red and the

data in blue. The distributions were obtained from a pure electron sample obtained by selecting

photonic electrons with following cuts: -0.2< nσe < 2 and invariant mass of a pair less than

15 MeV/c2.

The simulatedDCA agrees with the data, but there is some discrepancy between the data

and the embedding innFitP ts distributions. The embeddingnFitP ts distribution seems to be
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Figure 5.6: ElectronsDCA distributions from the embedding in red and the data in blue.Figure

(a) is for 2< pT < 3 GeV/c and Fig. (b) is for 3< pT < 4 GeV/c.

shifted comparing to the data. In order to estimate a systematic uncertainty from that source,

nFitP ts is vary in embedding by± 1 and± 2 hits and the total efficiency is recalculated.

A maximum difference is taken as a systematic error. The systematic uncertainty on the J/ψ

polarization from the tracking efficiency is shown in Tab. 5.5.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

6 tracking efficiency 0.024 0.009 0.008

Table 5.5: Systematic uncertainty from the tracking efficiency.

5.6 TPC electron identification efficiency

Thenσe cut efficiency is obtained from the Gaussian fit to thenσe distribution for electrons

(f(nσe)) as a fraction of electrons satisfying−1 < nσe < 2 cut:

ǫnσe(p) =

∫ 2

−1
f(nσe)∫ 10

−10
f(nσe)

(5.1)

as it is discussed in Sec. 3.4.2.1. The error on the efficiencyis determined from the error on the

integral, taking into account correlations between the fitting parameters.
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Fitting parameters for electrons are found from the analysis of the photonic electron sample.

Central values of mean and width of the Gaussian fit are:µe = -0.029± 0.022 andσe = 0.839±
0.015, respectively. In the analysis, ranges in which the parameters for the electron fit can vary,

µe andσe, are fixed to 3σ around the central values.

The systematic uncertainty on thenσe cut efficiency is estimated by changing the constraints

on the Gaussian fit tonσe distributions for electrons (Gaussian mean and width) and taking into

account errors on the efficiency. Following changes are madeto the constraints of the Gaussian

fit:

• relaxing limits for the mean and the width - the range forµe (σe) is chosen so that all

µe (σe) points from the Fig. 5.7 are located within this chosen range; the range forµe is

(-0.136, 0.141) and forσe is (0.753, 0.928)

• fixing the value of the mean and width to:

– a value obtained from a constant fit to the mean and width points from the Fig. 5.7

without taking into account errors on the points;µe = -0.029 andσe = 0.839

– a value obtained from a constant fit to the mean and width points taking into account

errors on the points;µe = -0.075 andσe = 0.861

– 3σ upper limit for the mean and the width from the constant fit from the Fig. 5.7;µe

= 0.036 andσe = 0.895

– 3σ lower limit for the mean and the width from the constant fit from the Fig. 5.7;µe

= -0.094 andσe = 0.784

– 3σ upper limit for the mean and 3σ lower limit for the width from the constant fit

from the Fig. 5.7;µe = 0.036 andσe = 0.784

– 3σ lower limit for the mean and 3σ upper limit for the width from the constant fit

from the Fig. 5.7;µe = -0.094 andσe = 0.895

The 3σ uncertainty range of the fit functions in Fig. 5.7 is shown as dotted lines.

The range of the uncertainty band is from a minimum and a maximum value of the effi-

ciencies obtained when changing the fitting constraints andtaking into account errors on the

efficiency. The efficiency with the systematic uncertainty is shown in Fig. 5.8 (the blue shaded

area).
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Figure 5.8:−1 < nσe < 2 cut efficiency as a

function of momentum (blue full circle) with

the uncertainty band (blued shaded area).

Note, that the band’s shape does not depend much on the momentum and therefore does not

introduce a big systematic uncertainty on the final result, even the uncertainty band may look

as a quite big.

A systematic uncertainty on the J/ψ polarization is estimated by shiftingnσe cut efficiency

to the minimum and maximum value of the uncertainty band fromthe Fig. 5.8, in the total

efficiency calculations. Then, the polarization parameteris recalculated, and a maximum dif-

ference betweenλθ values obtained with changednσe cut efficiency and the central value of the

λθ is taken as a systematic uncertainty. The systematic uncertainty on the J/ψ polarization is

shown in a table 5.6.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

7 nσe cut efficiency 0.009 0.006 0.012

Table 5.6: Systematic uncertainty from thenσe cut efficiency.
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5.7 TOF matching efficiency

The TOF matching efficiency for single electrons is applied in the analysis as a function ofη,

integrated over thepT (0.4≤ pT < 1.4 GeV/c) and over the fullφ range, see Sec. 3.4.2.2. As it

was shown before, the efficiency does not depend onpT , but it does depend onφ. The matching

efficiency as a function ofη in threeφ bins is shown in Fig. 3.41. A systematic uncertainty on

the J/ψ polarization, from the first source, is estimated by applying the TOF matching efficiency

in the total efficiency calculation as a function ofη in the threeφ bins.

The second source of systematic uncertainty which is taken into account, are errors on the

matching efficiency. The error on the matching efficiency includes the statistical error and the

uncertainty on the scale parameter, they are treated as uncorrelated.

Both sources of systematic uncertainties are treated as uncorrelated and the systematic un-

certainty on the J/ψ polarization from the uncertainty of the TOF matching efficiency is shown

in a table 5.7.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

8 TOF matching effi-

ciency

0.055 0.013 0.003

Table 5.7: Systematic uncertainty from the TOF matching efficiency.

5.8 1/ β cut efficiency

The method of calculation the efficiency of the|1/β−1| ≤ 0.03 cut is described in Sec. 3.4.2.2.

The1/β cut efficiency of 95.70 % is used in the total efficiency calculation.

In order to estimate a systematic uncertainty on the J/ψ polarization from the1/β cut effi-

ciency two sources are taken into account. The first source isthe uncertainty on the efficiency

from the fitting, the error on the fit parameter is 0.26 %. The systematic uncertainty on the

J/ψ polarization from this source is negligible. The second source is the different method of

calculating the1/β cut efficiency. The efficiency can be obtained from the Gaussian fit to the

1/β distribution (shown in Fig. 5.9), in the whole momentum range where the1/β cut is used:
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Figure 5.9: The1/β distribution from the data in black for 0.4≤ p < 1.4 GeV/c with the

Gaussian fit in red. The cut efficiency1/ β from the Gaussian fit is 97.3%. Vertical lines

represent the cut range.

0.4 ≤ p < 1.4 GeV/c. The efficiency obtained in this way is 97.24%, see Fig. 3.43.This

value, instead of 95.70 %, is applied to the total efficiency calculation in order to estimate the

systematic uncertainty on the final result of the J/ψ polarization.

The systematic uncertainty on the J/ψ polarization arising from the1/β cut efficiency is

shown in a table 5.8.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

9 1/β cut efficiency 0.015 0.012 0.014

Table 5.8: Systematic uncertainty from the1/β cut efficiency.

5.9 TPC pointing resolution effect on the BEMC matching

In the embedding and the data analysis reconstructed in the TPC tracks are matched do the

BEMC detector and a tower that the track projects to is considered. Due to the TPC pointing

resolution a matched BEMC tower could be a tower which is adjacent to the one that a track

really hit. In order to estimated an effect on the final resultof potentially different TPC pointing

resolution in the embedding and in the data, Monte Carlo tracks (instead of the reconstructed
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Figure 5.10: BEMC distributions from the simulation for reconstructed tracks matched do the

BEMC in red and for Monte Carlo tracks matched to the BEMC in blue. Figure (a) shows the

matching efficiency (withE > 100 MeV) as a function ofη for p > 1.4 GeV/c, Fig. (b) shows

theE/p cut efficiency as a function of momentum and Fig. (c) shows theHT trigger efficiency

as a function ofpT .

tracks) in embedding are projected to the BEMC. In case when aMC track is matched to the

BEMC, a different tower than in the case of the reconstructedtrack can be chosen. This tower

will have different energy deposited in it, which will influence the BEMC matching efficiency,

theE/p cut efficiency and the efficiency of the HT trigger.

Figure 5.10 shows the BEMC matching efficiency, theE/p cut efficiency and the HT trigger

efficiency for single electrons from the embedding, reconstructed tracks are in red and Monte

Carlo tracks are in blue. The BEMC matching efficiency includes the cut on BEMC energy

E > 0.1 GeV, the matching is shown as a function ofη for p > 1.4 GeV/c. TheE/p cut

efficiency is calculated by applying theE/p > 0.5 cut in the embedding analysis. The HT

trigger efficiency from the embedding is calculated as a fraction of electrons from the J/ψ decay

that satisfy the trigger conditions, i.e. pass dsmAdc cut. There is almost no difference for the
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HT trigger efficiency, the BEMC matching efficiency is a bit higher for reconstructed than for

Monte Carlo tracks matched do the BEMC, and in a case of theE/p cut efficiency there is a

small difference of about 2% for higher momenta.

Table 5.9 show systematic uncertainties on the J/ψ polarization from the TPC pointing res-

olution effect on the BEMC matching.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

10 TPC pointing resolu-

tion

0.008 0.002 0.007

Table 5.9: Systematic uncertainty from the TPC effect on theBEMC matching.

5.10 E/p cut efficiency

In total efficiency calculation, theE/p > 0.5 c cut (E is energy from a single BEMC tower

that a track projects to) is applied in the embedding analysis code, forp > 1.4 GeV/c. In

order to account for differences between the simulated BEMCresponse and BEMC response

during the data taking, theE/p cut efficiency is calculated from the data. A pure electron

sample is used which is obtained by selecting photonic electrons. Following cuts are applied:

-0.2< nσe < 2 and invariant mass of a pair less than 15 MeV/c2. Figure 5.11 showsE/p

distributions for electrons from the embedding in red and the data in blue for two momentum

bins. Some discrepancies are visible.

TheE/p cut efficiency for single electrons, which is shown in Fig. 5.12a, is calculated from

the data as a fraction of electrons matched to the BEMC that satisfy theE/p > 0.5 cut. Forp >

2.7 GeV/c a constant functions is fitted. The efficiency obtained from the fit is 97.6± 0.3 %.

For lower momenta there is ap dependence of the cut efficiency. Figure 5.12b shows theE/p

cut efficiency obtained from the embedding, which is∼ 5%. lower.

A systematic uncertainty on the J/ψ polarization is estimated by applying theE/p cut effi-

ciency obtained from the data, instead of directly applyingthe cut in the embedding analysis.

For 1.4< p < 3 GeV/c the efficiency from the distribution in 5.12a is applied, forp > 3 GeV/c
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Figure 5.11: ElectronsE/p distributions from the embedding in red and the data in blue.Figure

(a) is for 1.5< p < 2 GeV/c and Fig. (b) is for 3.5< p < 4 GeV/c.
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the efficiency from the constant fit is taken.

Table 5.10 shows the systematic uncertainty on the J/ψ polarization.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

11 E/p cut efficiency 0.034 0.024 0.068

Table 5.10: Systematic uncertainty from theE/p cut efficiency.

5.11 HT trigger efficiency

In the data analysis the trigger simulator is used in order todecide if an electron fired the HT

trigger. The decision is based on dsmAdc value in a BEMC tower. The BHT0*VPDMB*!BHT2

trigger requirement is11 < dsmAdc ≤ 18. The same dsmAdc cut was applied in the embed-

ding analysis code for the total efficiency calculation. In order to estimated a systematic error

on the HT trigger efficiency Adc and dsmAdc distributions from the data and embedding are

compared to check if the simulation represents the data well.

Figure 5.13 shows dsmAdc distribution from the data in blue and from the embedding in red.

The data distribution is for all electrons, the second peak is for electrons that fired the trigger,

the first one in for other electrons that did not fire the trigger. The embedding distribution is for

electrons that fired the trigger (passed the dsmAdc cut) and with 2< pT < 5 GeV/c. There is a

good agreement between dsmAdc distributions from the data and the embedding. As it can be

also seen in Fig. 5.14 which shows dsmAdc for electrons that fired the trigger in twopT bins: 2

< pT < 3 GeV/c and 3< pT < 4 GeV/c.

Adc distributions from the data and embedding also agree with each other quite well. Figure

5.16b shows Adc distributions from the data and the embedding. Again, the data distribution

is for all electrons and the embedding distribution is for electrons that fired the trigger. When

we compare the distribution is narrowerpT bin, small differences in distributions’ means are

visible. Adc distributions for the data and embedding, for electrons that fired the HT trigger, are

shown in Fig. 5.16 for twopT bins: 2< pT < 3 GeV/c and 3< pT < 4 GeV/c. The difference

between the data and embedding distributions are extractedby fitting Gaussian functions to the
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Figure 5.13: dsmAdc distribution from the data in blue and from the simulation in red. The

data distribution is for all electrons, the simulated distribution is for electrons that fired the HT

trigger.
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Figure 5.14: dsmAdc distributions for electrons that fired the HT trigger from the data in blue

and the simulation in red. Figure (a) is for 2< pT < 3 GeV/c and Fig. (b) is for 3< pT < 4

GeV/c.
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Figure 5.15: Adc distributions from the data in blue and fromthe simulation in red. The data

distribution is for all electrons, the simulated distribution is for electrons that fired the HT

trigger.
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Figure 5.16: Adc distributions for electrons that fired the HT trigger from the data in blue and

the embedding in red. Figure (a) is for 2< pT < 3 GeV/c and Fig. (b) is for 3< pT < 4 GeV/c.

Adc distributions. The maximum difference between Gaussian functions means is∼ 3%.

Since dsmAdc only takes integer values from the small range of 11 < dsmAdc 6 18,

it is hard to account for small differences between the data and the embedding in dsmAdc.

Therefore, in order to estimate the systematic uncertainty, Adc cut in the embedding and the

data analysis is applied in addition to the dsmAdc cut and varied. Adc cut that corresponds to

the dsmAdc cut is 180≤ Adc0 ≤ 330. Then the lower and upper thresholds of the Adc cut

are also varied by± 3%, which corresponds to the biggest difference between means of Adc

distributions from the data and embedding. The maximum deviation from the central value of

the polarization parameter is considered as a systematic uncertainty on the J/ψ polarization. The
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systematic uncertainty on the J/ψ polarization is shown in Tab. 5.11.

Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

12 HT trigger efficiency 0.049 0.006 0.003

Table 5.11: Systematic uncertainty from the HT trigger efficiency.

5.12 Summary

Values ofλθ are:

• 2< pT < 3 GeV/c

– λθ = 0.145± 0.331 (stat.)± 0.350 (sys.)

• 3< pT < 4 GeV/c

– λθ = -0.476± 0.158 (stat.)± 0.143 (sys.)

• 4< pT < 6 GeV/c

– λθ = -0.617± 0.179 (stat.)± 0.076 (sys.)

In a table 5.12 the systematic uncertainties onλθ are summarised. The uncertainties are

symmetric. It is assumed that all described sources of systematic uncertainties are uncorrelated

and the final systematic uncertainty is calculated by addingall contributions in quadrature.
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Id Systematic uncertainty

source

Systematic uncertainty onλθ

2< pT < 3 GeV/c 3< pT < 4 GeV/c 4< pT < 6 GeV/c

1 polarization from the

simulated lineshape

0.270 0.135 0.003

2 weighting of the input

J/ψ pT shape

0.018 0.007 0.019

3 weighting of the input

J/ψ y shape

0.043 0.002 0.014

4 input J/ψ polarization 0.184 0.018 0.013

5 errors from the simula-

tion

0.077 0.028 0.004

6 tracking efficiency 0.024 0.009 0.008

7 nσe cut efficiency 0.009 0.006 0.012

8 TOF matching effi-

ciency

0.055 0.013 0.003

9 1/β cut efficiency 0.015 0.012 0.014

10 BEMC pointing resolu-

tion

0.008 0.002 0.007

11 E/p cut efficiency 0.034 0.024 0.068

12 HT trigger efficiency 0.049 0.006 0.003

Total 0.350 0.143 0.076

Table 5.12: Systematic uncertainties.
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Figure 6.1: The polarization parameterλθ as a function of J/ψ pT (red stars) for|y| < 1 in

p+p collisions at
√
s = 200 GeV. The result is compared with two model predictions:NLO+

Color Singlet Model (CSM) (green dashed lines represent a range ofλθ for the direct J/ψ and

hatched blue band is an extrapolation ofλθ for the promptJ/ψ) [27] and NRQCD calculations

with color octet contributions (COM) [47] (gray shaded area). For a comparison the PHENIX

result is shown as black filled circles [32]. The blue solid line represents a linear fit to the RHIC

results.

In this work a first measurement of the J/ψ polarization,λθ, in the STAR experiment is shown.

J/ψ polarization is measured inp+ p collisions at
√
s = 200 GeV in the helicity frame at|y| <
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1 and 2< pT < 6 GeV/c. The analysis is done for the inclusive J/ψ production, the analyzed

sample includes directly produced J/ψ as well as the J/ψ from the feed-down from the higher

excited states,χC andψ′, and from theB meson feed-down. The direct J/ψ production is

59±10% [28] of the observedJ/ψ.

The measured polarization parameterλθ goes towards negative values with increasingpT ,

for pT > 3 GeV/c STAR observes longitudinal J/ψ polarization in the Helicity Frame. The

STAR result is compared with the low-pT PHENIX polarization measurement at mid-rapidity

[32] for inclusive J/ψ production. The measurements are consistent with each other in the

overlappingpT region. At higherpT , our result can be compared with the CDF polarization

measurement at mid-rapidity for prompt J/ψ at
√
s = 1.96 TeV [35]. AtpT ∼ 5 GeV/c CDF

observes almost no polarization,λθ ∼ 0 (the polarization becomes slightly longitudinal aspT

increases) while STAR observes a strong longitudinal polarization in thatpT region. However,

in terms ofxT (xT = 2pT/
√
s) the CDF result atpT ∼ 5 GeV/c is comparable with the RHIC

result atpT < 2 GeV/c, xT ∼ 0.2.

The data are compared with two model predictions for theλθ at mid-rapidity:NLO+ CSM

[27] andCOM [47]. TheNLO+ CSM model under-predicts the measured J/ψ cross-section

[80] but is in agreement with the previous RHIC polarizationmeasurement from the PHENIX

experiment [32]. However, the PHENIX measurement is limited to low pT , where the data are

not able to distinguish between the COM and CSM predictions regarding the J/ψ polarization,

since models have almost the same predictions. TheCOM model [47] for directly produced

J/ψ, describes observed J/ψ yield [18][35] and J/ψ polarization at lowpT in PHENIX [32]

well. However, at highpT the model predicts different polarization than at lowpT (transverse)

[46] and is in disagreement with the result from the CDF experiment [35] at
√
s = 1.96 TeV.

For lowerpT COM andCSM models have similar predictions of longitudinal J/ψ polariza-

tion. Thus, it is especially important to measure the J/ψ polarization at higherpT , whereCSM

andCOM predict different polarization.

In Fig. 6.1 green dashed lines represent a range ofλθ for the direct J/ψ production from the

NLO+ CSM prediction and an extrapolation ofλθ for the promptJ/ψ production is shown

as the hatched blue band [27]. TheNLO+ CSM shows a weakpT dependence ofλθ, and

although the data shows a trend of decreasingλθ, the STAR result is consistent with theNLO+

CSM model prediction, within the experimental and theoreticaluncertainties.

The prediction ofNRQCD calculations with color octet contributions (COM) [47] for
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direct J/ψ production, gray shaded area, goes towards the transverse J/ψ polarization aspT

increases. The trend in the data is different, the STAR and PHENIX results go towards the

longitudinal J/ψ polarization with increasingpT . The linear fit (blue line) to the RHIC data has

the negative slope parameter of -0.17± 0.05. Thus the trend in the data disfavours theCOM .

In order to provide better constraints for the models, further measurements with larger statis-

tics and forJ/ψ with higherpT are essential. An integrated luminosity of the data taken inyear

2011 at
√
s = 500 GeV is much higher than what is used for this analysis. This newer data at

√
s

= 500 GeV will allow to measure J/ψ with pT up to∼ 15 GeV/c with a reasonable statistics for

the J/ψ polarization measurement. The data at
√
s = 500 GeV may help to further distinguish

between the J/ψ production models.

The ongoing STAR upgrade can provide more insight into the J/ψ production and polar-

ization. The Muon Telescope Detector (MTD) and the Heavy Flavor Tracker (HFT) will be

installed and gathering data starting in 2014. With the MTD it will be possible to analyzed the

J/ψ production via its di-muon decay channel at mid-rapidity. Muons advantage over electrons

is that they do not come from theγ conversion, the Dalitz decay contribution is much smaller

and they are less affected by radiative losses in the detector material. In addition, the HFT will

help to distinguish prompt J/ψ from the non-prompt, from theB decay, using a topological

method.

This thesis presents the first STAR measurement of the J/ψ polarization which already sheds

some light on the J/ψ production mechanism by discarding theCOM . A newer data at
√
s =

500 GeV, taken in 2011 with much higher luminosity, may help to further distinguish between

the J/ψ production models and may allow to perform analysis of the full angular distribution

of the leptons from the J/ψ decay and extract the frame invariant parameter. On the theoretical

side, one needs to stress that the uncertainties of the models need to be reduced in order to draw

more precise conclusions.

Another direction of this analysis is related to the fact that colliding at RHIC protons are

polarized. Therefore it would be very interesting, with more statistics, to look at the J/ψ polar-

ization as a function of the polarization of a proton beam. Itmay allow to further discriminate

among the models, which can be sensitive to spin observablesthat could be measured at STAR,

such as beam polarization or correlations of the beam polarization and the direction of the out-

going positron.

Other aspect of the polarization study is an analysis of the J/ψ polarization in high energy

117



CHAPTER 6. CONCLUSIONS

heavy ion collisions, where a formation of a new state of matter, Quark-Gluon Plasma (QGP)

is expected. In this case the situations is more complicated. The J/ψ polarization could be

modified in the QGP. It was also predicted that in the presenceof the QGP, the charmonia

production will be suppressed due to the color screening of the binding potential [81]. At RHIC

energies the temperature may not be sufficiently high to "melt" the J/ψ state, while excited states

χC andψ
′

are expected to dissociate just above the critical temperatureTC [82]. If the excited

states are indeed suppressed in the RHIC heavy ion collisions and J/ψ survives in the QGP, it

would allow to analyze the polarization of the direct J/ψ . The J/ψ polarization measurement in

heavy ion collisions could also be used as a test of quarkoniasequential suppression. A change

of the observed prompt J/ψ polarization from proton-proton to central heavy ion collisions may

provide a strong indication for charmonium sequential suppression in the quark-gluon plasma

(assuming that J/ψ polarization is not modified by the QGP) [83]. However, more theoretical

input is needed for this.
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Appendix A

nσe distributions

A.1 nσe distributions for photonic electrons

Below are shownnσe distributions for photonic electrons, for different momentum ranges used

in the analysis. The black distribution (unlike-like, fullcircles) is a high purity electron sample

which is obtained by subtracting the like-sign distribution from the unlike-sign distribution.

Theσe distribution for electrons (black distribution) is fitted with the Gaussian function (the

green function) without any constraints applied on the fit. Obtained values of theµ andσ of the

Gaussian fit for electrons are used as constraints for the electron fit in the inclusive electrons

analysis.
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Figure A.1:nσe distributions for photonic electrons for different momentum ranges. The black

distribution is a high purity electron sample (the unlike-sign distribution after the like-sign dis-

tribution subtraction) with the Gaussian function fitted
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Figure A.2:nσe distributions for photonic electrons for different momentum ranges. The black

distribution is a high purity electron sample (the unlike-sign distribution after the like-sign dis-

tribution subtraction) with the Gaussian function fitted
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A.2 nσe multi-Gaussian fit for electrons

Below are shownnσe distributions particles after TOF and BEMC electron identification cuts.

The sum of three Gaussian functions is fitted to thenσe distribution. The red Gaussian is for

electrons, the blue one is for pions and the green Gaussian isfor protons, kaonsdE/dx merges

with other hadrons. Ranges of Gaussian parameters for the electron fit are constrained based

on the values obtained in the photonic electrons analysis. Gaussian functions for hadrons are

guided using predictions of the Bischel functions.
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Figure A.3: nσe distributions in black for different momentum ranges with the sum of three

Gaussian functions fitted. The red Gaussian is for electrons, the blue one is for pions and the

green Gaussian is for protons, kaonsdE/dx merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.4: nσe distributions in black for different momentum ranges with the sum of three

Gaussian functions fitted. The red Gaussian is for electrons, the blue one is for pions and the

green Gaussian is for protons, kaonsdE/dx merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.5: nσe distributions in black for different momentum ranges with the sum of three

Gaussian functions fitted. The red Gaussian is for electrons, the blue one is for pions and the

green Gaussian is for protons, kaonsdE/dx merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.6: nσe distributions in black for different momentum ranges with the sum of three

Gaussian functions fitted. The red Gaussian is for electrons, the blue one is for pions and the

green Gaussian is for protons, kaonsdE/dx merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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Figure A.7: nσe distributions in black for different momentum ranges with the sum of three

Gaussian functions fitted. The red Gaussian is for electrons, the blue one is for pions and the

green Gaussian is for protons, kaonsdE/dx merges with other hadrons. The shaded area are

electrons after all electron identification cuts.
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A.2.1 Gaussian fit parameters

Figure A.8 showsµ, σ and a scale of Gaussian fits for electrons, pions and proton obtained from

the fits, as a function of momentum.
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Figure A.8:µ, σ and a scale of Gaussian fits for electrons, pions and proton asa function ofp.
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Appendix B

Signal significance

Source:

http://www.star.bnl.gov/protected/heavy/ullrich/NoteOnEffSignal.pdf

The signal significance (sig) or the effective signal,Seff , is a useful measure to judge the

quality of a signal in the presence of a background. It takes into account both, the signal strength

and the background level.

Assume that S is a signal, B is a background and T is total counts, so the actual signal is:

S = T −B (B.1)

The significance of a signal is commonly expressed as a ratio of the signal to the statistical

uncertainty of the signal, and is expressed in terms ofσ.

sig = S/δS (B.2)

Assuming that the errors are Gaussian distributed and usingGaussian error propagation the

error of S in Eq. B.1 is:

δS =

√
(
∂S

∂T
δT )2 + (

∂S

∂B
δB)2 =

√
(δT )2 + (δB)2 (B.3)

T = S +B, δS =
√
S andδB =

√
B

δS =
√
S + 2B (B.4)
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So the signal significance is:

sig =
S

δS
=

S√
S + 2B

(B.5)
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